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Notation and conventions

Covariant vectors V with components V¥, u = 0,1,2,3, are also denoted as V = (VO,V),
V = (V1, V2 V3). The Minkowski metric tensor is

N = diag(1, -1, -1,-1).

Indices are raised and lowered by 7,, and n*, V, = n, V", V¥ = p#V,. The inverse of
the Minkowski tensor is defined by n#’n,, = ", with 6", = (1,1,1,1), and reads n"* =
diag(1,—1,—1,—1). The Minkoskian scalar product and (pseudo)norm squared are denoted
by
A-B=A'B,, A*=AFA,.

A dagger, t, denotes the adjoint of an operator, or the Hermitian conjugate of a matrix. Unitary
operators corresponding to a translation by a and to a Lorentz transformation A are denoted by
U(a) = e " and U(A) = eiaer 707
generators, and act on covariant fields as

, respectively, where P, and J (k) are the corresponding

U(a)lgi(x)U(a) = ¢i(x + a), U(A) ¢i(2)U(A) = Sij(A)g; (A~ z) .
The invariant phase-space integration measure d2, reads
aQ, = 7d3p P’ = /P2 +m?2
P (2m)32p0 '

The strong limit of operator sequences is defined as

s—1limO(t) = Oy if lim ||[(O(t) — Oy)¥| =0,
t—to

t—to

with ||¥| the norm induced by the scalar product in the Hilbert space.

<>

f(2)0og(x) = f(2)[0og(x)] — [00f(2)]g(x)



1 Review of perturbative quantisation

Why quantum field theory? The development of quantum field theory originates in the
attempt to bring together quantum mechanics (QM) and special relativity (SR) to describe mi-
croscopic processes at high energies. In doing so one needs to comply with the requirements of
both theories, mainly Poincaré invariance and locality from SR, and the superposition principle
and the uncertainty principle from QM. The requirements from SR are most easily satisfied if
one works with fields ¢(x), i.e., objects associated with the points x of spacetime. These allow
to build quite straightforwardly Poincaré-invariant theories, and to implement the locality and
Poincaré-invariance of interactions, if such fields are endowed with simple symmetry transfor-
mation properties. In order to comply with QM, these objects have to be promoted to generally
non-commuting linear operators acting on some Hilbert space representing the states of the
system.1

Scattering processes The main type of high-energy processes where the use of quantum
field theory is required are scattering processes, where particles are set up to collide and the
products of the collision are studied. Free particles are localised objects that travel undisturbed
on straighline trajectories. It is an experimental fact that systems of this type exist, and can
be prepared in a laboratory. In a scattering experiment, beams of practically free particles
are accelerated to the desired energy and thrown against each other, or against some fixed
target. Under suitable conditions on the density of beams and targets, the typical outcome of
the procedure is the interaction of one particle from a beam with one particle in the other, or
with one particle in the target, when these get sufficiently close, resulting in the change of the
particles’ energies or momenta, or the creation of other particles. After a sufficiently long (but
practically very short) time, a set of free particles is again observed, and measurements of their
quantum numbers are carried out. The most important measurement is that of the total cross
section of the process, defined operatively for a fixed target experiment as

Novents _ Nevents (1 1)
Nt]X_Z NtCI)b ’

g =

where Ngyents is the number of scattering events (basically defined as “something happens” rather
than the beam particle going on undisturbed), N; is the number of particles in the beam and
Ay its cross-sectional area, and Ny is the number of particles in the full depth of the target lying
within the beam cross-section; and where Nevents is the event rate (number of events per unit
time) and ®;, is the beam flux (number of particles crossing perpendicularly the target surface
per unit surface per unit time). Differential cross sections are defined by the same formula
Eq. (1.1) but counting only events that satisfy prescribed criteria (e.g., number, type, energy

and momenta, and spin polarisation of the final particles).

Scattering states For practical purposes, the initial and final states of the system, corre-
sponding to its preparation and to the measurement procedures, can be thought of as taking
place at times ¢ = —oco and ¢ = +o0, respectively. The statement that these states behave like

More precisely, quantum fields are operator-valued distributions.



free particle states is expressed mathematically as?

—iHt —iHot —iHt —iHot
— - e .
NG o gy, ) o i) (12)
where the convergence is in norm. Given the exact state vector |¥) at ¢ = 0, its exact evolution,
governed by the full Hamiltonian H, at early or late times is practically indistinguishable from
the free evolution with free Hamiltonian Hy of state vectors equal to |¢; r) at t = 0. Equation
(1.2) allows one to relate the exact state vector |¥) and the asymptotic state vectors |p; ¢) as
i} = 1 tHt —iHot|, . T V= | iHt —iHot ) 1.
[Uy) = lim e g, W) = lim e pp) (1.3)
The states W4 are the in and out states of the system, i.e., the exact state vectors corresponding
to the initial and final free states, either prepared or observed, of the system. Equation (1.2)
defines the Moller operators® ' '
Qr = lim eftetHot, (1.4)

t—Foo

These are isometric operators, QlQi = 1. The transition amplitude of the process reads

Spi= (U |Wy) = (os|Q1 Q1 |0i) = (ISli) , (1.5)

where

s=alq,. (1.6)

The matrix elements of S constitute the S-matriz. Under the assumption that the spaces of in
and out states coincide, Qin = Ilgcat, the S operator is unitary,

sts=0la0la =o' .0 =0l =1

(1.7)
sst=olo ol o, =0l M..0, =00, =1.

Here it was used the fact that the projector Ilg..; leaves an in or out state invariant, Ilg.,;24 =
Q.. Knowledge of S allows to compute scattering cross sections from the theory.

As we will see, the formalism discussed above is not entirely adequate in quantum field
theory, as it basically requires the existence of the interaction picture, which is problematic
when dealing with infinitely many degrees of freedom. We will also see how one can avoid it.

Canonical quantisation The construction of a suitable Hamiltonian H that satisfies the
requirements of SR is simpler if one uses quantum fields as one’s basic objects. A convenient
procedure is canonical quantisation. One start from a classical, Lorentz-invariant Lagrangian
density; solves the corresponding Euler-Lagrange equations of motion; identifies the canoni-
cal momenta conjugate to the fields, treated as canonical coordinates; and imposes canonical
(anti)commutation relations. By a Legendre transform one then obtains the Hamiltonian, that
generates the temporal evolution of the system.
For a Hermitian scalar field ¢, one takes the following real classical Lagrangian density,

1 1 45 .9
Z = S(0,8)(0"6) - 3 ~ V(@) (18)
2Limits are understood here as |¥ — e"Fte~ ol p|| — 0.
3Limits are understood as strong limits, i.e., ||Qp — ete™Hoty|| — 0.



and finds the following Euler-Lagrange equation,

oL oL
and the following conjugate momentum,?
oL
= = 0. 1.10
7T 3000) b (1.10)
The canonical commutation relations read
b(t,3), 7 (t, )] =6 (@ —7) (6t D), (t, )] = [7(t, ), #(t,H)] =0,  (1.11)

where a caret denotes a field operator. The classical Hamiltonian is

H(o.7) = [ &2 (x(@)00o(o) ~ £(6, F0,00(0,7)
(1.12)
/ P { Do (z +%%($)2+ %m2¢($)2+V(¢)} .

Its promotion to an operator requires dealing with the problem of operator ordering. In the case
of the free Lagrangian with V' = 0, the solution of Egs. (1.9) and (1.11) is

x) = /de {a(p)e_ip'm —I—a(p)Teip'x} , (1.13)

where p® = \/p? + m?2, the invariant phase-space integration measure df2, reads

d3p

dQ) —_—
v = @npep

(1.14)

and the annihilation operators a(p) and the creation operators a(p)! obey the commutation
relations

la(p), a(q)'] = 2p°(27)36P@ (5 - ), [alp),a(q)] = [a(p)', a(q)T] = 0. (1.15)

A suitable ordering procedure of field products in this case is normal ordering, defined at the
level of creation and annihilation operators by

:P {a(pl) a(pya(q)' ... a(qn)T} =a(q)" ... alg.)Ta(p1)...alpn), (1.16)

where P denotes a generic permutation of the operators, and the order in which the creation
and annihilation operators are separately arranged is irrelevant due to the second relation in
Eq. (1.15). The quantum Hamiltonian is then defined as

= [ d3x:{%30<5(35)2 b 1960 +§m2<5<x>2}:, (1.17)

4This relation is modified if V' contains derivative couplings, i.e., V = V (¢, 9,¢).



and one verifies that
Bod(z) = i[Ho,d(z)],  doit(z) = i[Ho, 7 ()], (1.18)

i.e., Hy generates the free temporal evolution.

The main advantages of the canonical approach are the automatic enforcement of locality,
implied by the canonical commutation relations, and the control over symmetry properties,
guaranteed by Noether’s theorem. In fact, the canonical commutation relations imply that
observables built out of the fields and their derivatives will commute at spacelike separations.
Moreover, for every continuous symmetry of £ one has a conserved current J* that is a function
of the fields and their derivatives, and a corresponding Hermitian conserved charge Q = f a3z JO,
that after quantisation generates the corresponding symmetry on the Hilbert space of the system.
One can then build explicitly the unitary representation U(a) = €% of the various symmetries,
especially Poincaré symmetry.> The generators of translations, P*, are identified with the energy
and momentum operators, and those of (proper orthocronous) Lorentz transformations with the
boost operators, K , and the angular momentum operators, J.

Perturbation theory and the interaction picture The canonical quantisation programme
is hampered by the fact that the equations of motion for realistic interacting Lagrangians are
not amenable to analytic solution. This is dealt with by means of approximation methods, most
notably perturbation theory. This is based on expanding the relevant quantities in a series in
some small parameter.

The starting point is the passage to the interaction picture. As a first step, one splits the full
interacting and time-independent Hamiltonian, H = H|[¢, 7|, into a “free” and an “interaction”
part,6

H[(b(t)v W(t)] = H[¢(O)7 7'('(0)] = HO[(b(O)v 77(0)] + Hi [¢(0)7 7'('(0)] ’ (1'19)

with Hy describing the free propagation of particles, typically of the form Eq. (1.17) and its
analogues for other types of fields.” The splitting is necessarily done at some time t = tg, here
taken to be tg = 0, and while H is independent of ¢y, Hy and H; are not: different choices of ¢,
lead to different Hy and Hj, providing, however, equivalent descriptions. Nonetheless, Hy and
Hi are trivially time-independent operators since they are defined in terms of the (Heisenberg)
fields and momenta ¢ and 7 at fixed ¢ = t3. One then defines fields and momenta in the
interaction picture, ¢g and g, as

Go(t, F) = M0G(0, F)e M0t = eMote= Mg ¢, 7)e! Mt 00 = U(t)g(t, 2)U (1),

mo(t, &) = ol (0, 7)ot = gilot =ity (y 7)o =0l — 7\ (t, YU ()T

where ' 4
U(t) = etflote=it, (1.21)

This requires the existence and uniqueness of a vacuum state |0), invariant under the relevant symmetry. If
such a state is not unique or does not exist, one faces the phenomena of spontaneous breaking and anomalous
breaking of a symmetry.

5From now on the caret is removed from field operators for notational simplicity.

Tt is implicitly assumed that the interacting theory describes particles, and that when adding interactions to
a Hamiltonian like Eq. (1.17) one does not radically alter the spectrum of the theory.



By construction, ¢ and 7y evolve in time with some known free field Hamiltonian Hg, and since
they are unitarily related to the canonically quantised fields and momenta ¢ and 7, they also
obey canonical commutation relations. Clearly,

Holgo(t), mo(t)] = e Hol@0@-m0 O 1y [6(0), 0 (0)]e = HoleoO-moONF — f1o[00(0), mo(0)] . (1.22)
On the other hand,
Hilgo(t),mo(t)] = Vi(?), (1.23)

and H expressed in terms of ¢g and 7y, are time-dependent quantities. For H purely quadratic
inm, H= %772 + ..., if Hy is a function of fields only then

. O0Ho[po(t),mo(t)]  6H|[po(t), mo(t)]
ST = —5 D T emt.T)

= mo(t, @) , (1.24)

and so ¢g is just a free field in the sense of Eqgs. (1.13) and (1.15), and so exlicitly known. This
makes also V7(t) explicitly known in terms of creation and annihilation operators.

At this stage one has only recast the original problem in a different formalism, but if V;
is small in some sense, one can solve the theory iteratively by expanding in powers of V;. For
example, if one is interested in the spectrum of the theory one needs to solve the eigenvalue
equation

HY = FEV. (1.25)

Setting formally

v=>"v;, E=) E, (1.26)
=0 =0

where each value of ¢ corresponds to a given order in the expansion parameter, one writes
(Ho+ V) (Yo+ V1 +...)=(Eo+E1+...)(Yo+ V1 +...), (1.27)
and then solves iteratively the equations found at each order,
HyVy = Ey¥y, Vivg + HyV, = F1 Yo + EgVyq, e (1.28)

where the solutions to the first equation are known exactly, and so on.
A similar approach is employed for the S-matrix. Since [see Eq. (1.4)]

Qs = lim (eHole T = lim U@)T, (1.29)

t—Foo t—Foo
it suffices to find an explicit form for U(¢). This is obtained in a more general form by solving
the differential equations obeyed by U(ta,t1) = U(t2)U (t1)T,

%u@, 1) = —ie ot (H — Ho)e= B0ty (ty, 1) = —iVy(t2)U (12, 1) |

0 . .
872/[(752,751) = ’L'Z/[(tQ,tl)elHotl (H — Ho)e_lHotl = U(tg,tl)iV[(tl) .
1

with the obvious initial condition U(t,t) = 1. One clearly has U(t) = U(t,0) and U(¢)" = U(0, ).
One can directly verify that the solution is

(1.30)

Ulty, 1) = Texp {—z'/tz dt v,(t)} , (1.31)

t1

9



where

Texp {—z‘/l62 dt Vz(t)} 1+ i (—nz'!)"
n=1

t1

/t2 dri ... /t2 dr T{Vi(m) .. Vi(r)} . (1.32)

t1 t1
and T denotes time ordering of the operators,
T (Vi(t1)...Vi(tn)) = 0(t1 — t2) ... 0(tn—1 — tn)Vi(t1) ... Vi(t,) + permutations. (1.33)

The semigroup property
Ulta, to)U(to, t1) = Ulta, t1) (1.34)

follows from

%U(tzato)u(toatl) = U(ta, o) [VI(to) — iVi(to)] U(to,t1) = 0, (1.35)

that implies U (to, to)U (tg, t1) = U(t2,0)U(0,t1) = U(te,t1). One finally concludes

“+oo
ot . _ .
S=0.0, = t21_1>r41_100 U(ta)U(t1)" = tQE)rJrrlooZ/{(tg,tl) = Texp { z/ dt ‘/[(t)} , (1.36)

—0o0
t1—>—o0 t1——o0

known as Dyson’s formula.
In the limit of particle states with definite momenta, from Eq. (1.5) one obtains

+oo
sz = 0<p,17 cee 7p/]\/'/‘ TeXp {_Z/ dt Vi[(t)} ‘pl, - 7PN>0
—0o0
i ;oo +oo
! 1.37
:()<p,1,...,p/N/‘1+Z—'/ dtl.../ dtnT{V](tl)...V](tn)}’pl,...,pN>0 ( )
n=1 n: —0o0 — 0o
= b5 +i(2m) 6™ (Pr — P) Myi(p, 1),
where |p1,...,pN)o are N-particle eigenstates of Hy and of the free spatial-momentum operators

Py, created out of the free vacuum state |0) by the action of the creation operators corresponding
to the free interaction-picture fields ¢g, Eqgs. (1.13) and (1.15). Moreover, P; = 2?21 p; and

Py = Z”,:l p;- are the initial and final total four-momentum, whose conservation follows from
translation invariance; and dy; is

N
0pi = oo Y [ ] 269(2m)%69 oy — 7)) - (1.38)
P j=1
where the sum is over permutations P of 1,...,N. Expanding in powers of V;, Sy; can be

computed at the desired level of approximation® since the action on the asymptotic states of V7,
which is a function of ¢q, is explicitly known. The calculation is made efficient by exploiting
Wick’s theorem to write the time-ordered products as linear combinations of normal-order prod-
ucts, whose matrix elements are evaluated straightforwardly. Bookkeeping is further simplified

8The possible level of accuracy is restricted by the fact that the perturbative series is actually not convergent
but only asymptotic.

10



by the use of Feynman diagrams, providing a graphical representation for each contribution,
which is then evaluated using the Feynman rules to associate a mathematical expression to
each element of the diagram. The discussion of this topic is standard and can be found in
any introductory textbook on quantum field theory. As an example, in the \¢* defined by the
Lagrangian

1 1 A
<L = 5(%@(8“(15) - §m2¢2 + I&’ (1.39)

for a process with N; incoming and N; outgoing particles, at order n in A one proceeds as
follows:

e draw all the graphs of distinct topology with n 4-line vertices and N; + Ny external lines,
i.e., terminating in a “l-line” vertex, uniquely associated with the external particles and
identified by their momenta, p;;

e count in how many equivalent ways each graph can be built by contracting the lines coming
out of the 4-line vertices with each other and with the external 1-line vertices;

e to each vertex, associate a factor i%;

e to each internal line, associate a four-momentum g; (having assigned an arbitrary direction
for its flow along the line) and a propagator D(q;),
- i

D(q) =

I 1.40
q? —m? + ie (1.40)

e to the external line identified by momentum pj, associate a factor u(p;) = 1;

e impose momentum conservation at each vertex by including factors — this results in con-
servation of the total momentum between the initial and the final state;

e to obtain iMy; write down all the factors above and integrate over the internal momenta
not fixed by momentum conservation at the vertices.

These rules can be extended to describe also, e.g., non-Hermitian scalar fields, fermionic spin—%
fields, or bosonic spin-1 (vector) fields.

Ultraviolet divergences A major practical complication in the development of the perturba-
tive approach to canonical quantisation is the appearance of divergences in the matrix elements
of Eq. (1.37). These are related to the singular nature of products of quantum fields at identical
spacetime points, leading to short distance singularities in the vacuum expectation values of
fields at different points. The matrix elements of Eq. (1.37) can be obtained from the n-point
Green’s functions of the fully interacting field,

Gn(z1,..o 20) = (0 T{¢(z1) ... o(xn)} |0), (1.41)

by means of suitable reduction formulas. It is practically more convenient to use their momentum
space version (Piot = ;1 Dj);

(2#)45(4) (Ptot) én(pl, ceesDn) = /d4x1 ePrry /d4xn g'PnTn Gn(x1,. .. 2Tp), (1.42)

11



Figure 1: Lowest-order perturbative contributions to the four-point function in scalar ¢* theory.

where the Dirac delta originates in the translation invariance of the theory. The G,, can be com-
puted systematically by means of Feynman diagrams. Beyond lowest order, these are plagued
by divergences originating from the large-momentum behaviour of the momentum integrals cor-
responding to internal loops. In scalar A¢* theory, one finds for the four-point function to lowest
orders G, = GT'°% + G1°°P, with (see Fig. 1)

G«O—loop — i) ,

A 4
~ d*q 1 1 A
1-loop o 32 =A2Alog = + ...
¢ > / (2m)* ¢* +m? —ie (p — q)* + m? —ie TR

(1.43)

where a UV cutoff A has been introduced in the integral for regularisation purposes, and y is
an arbitrary scale used to make the logarithm meaningful. As the cutoff is removed by sending
A — 0o, GF°°P blows up logarithmically fast, while the omitted terms remain finite. Diver-
gences are similarly found in other Green’s functions. The way this is dealt with is by defining
renormalised field, ¢ = Z;¢g, mass, m = Z,mg, and coupling, A = Z)Ag, and adjusting the
renormalisation constants Z ,,, » in order to reabsorb the divergences. This procedure is known
as renormalisation. In the present example, one sets

A
A= Z)\Ag = Ar + i hAlog o (1.44)
so that to order /\%;z in the renormalised coupling one finds
. A A A
Gy =i\ + N Alog L i (AR + X% Alog ;> + A% Alog L iR .- (1.45)

Since after all the actual value of the coupling should be determined by comparison with exper-
iments, it is the finite quantity Ar that is experimentally determined, while the bare quantity A
is only a parameter used in the construction of the theory, with no direct physical meaning.

Renormalisation: general remarks The renormalisation procedure outlined above raises
several questions, some of somewhat philosophical nature, and some much more practical. The
main philosophical question is: is the renormalisation procedure justified? As a matter of fact,
it tampers with the elegant canonical quantisation procedure, and one may feel that it spoils
it. Redefining the parameters of the theory by an infinite amount and hiding this behind the
unobservability of the bare parameters sounds dodgy. These concerns are, however, not justified.

12



First of all, the canonical procedure is not written in stone, and if one has to supplement it
with renormalisation, so be it. Insofar as the main features of canonical quantisation, namely
the manifest locality and Poincaré symmetry of the resulting theory, are not spoiled by the
procedure, one can be happy with the result. Our real purpose was never really to successfully
implement the canonical procedure, but rather to obtain finite Green’s functions with suitable
locality and symmetry properties and build the S-matrix from them: how that is achieved in
inconsequential, since after all one still needs to check against experiments if the theoretical
description correctly matches Nature.

Moreover, while the redefinition of the bare parameters at first looks like nothing more than
a sleight of hand, a closer look shows that is actually a constructive procedure to define the
theory in a mathematically sound way, by dealing with well-defined objects at every step. The
bare parameters have indeed no physical meaning, being merely quantities that appear in the
intermediate, regularised step of the construction, and whose tuning to remove the ultraviolet
divergences of loop diagrams reduces the sensitivity to the regulator (i.e., the UV cutoff A) to
an acceptable O(1/A) behaviour, that entirely disappears as the cutoff is removed. We return
on this point in the next paragraph.

From a more practical point of view, one wonders what happens to locality and symmetries.
Since locality is preserved in the intermediate, regularised step, it survives the renormalisation
procedure; using suitable regularisation procedures that do not break Lorentz and translation
invariance, one can show that Poincaré symmetry is enforced in the final result. On the other
hand, we have provided no argument to show that the renormalisation procedure will work at
every perturbative order, leading to a complete removal of divergences and to a mathematically
meaningful theory. As a matter of fact, this is not always possible; we will discuss below under
what conditions it is. It turns out that renormalisation properly works in the physically relevant
cases.

Another aspect of renormalisation that is worth mentioning is that it is actually not a bug
but a feature of the perturbative quantisation approach descibed above. In fact, Haag’s theorem
tells us that the interaction picture, in the terms in which we described it above, does not exists:
if a field is unitarily related to a free field, then it must be a free field as well. This originates
in the infinite number of degrees of freedom that appear in a quantum field theory defined in
continuum Minkowski space. On the other hand, in a fully regularised setting where both a UV
cutoff (e.g., in the form of a momentum cutoff) and an IR cutoff (e.g., in the form of a finite
volume) are imposed, the number of degrees of freedom is large but finite and so one is basically
studying quantum mechanics, where the interaction picture can be rigorously shown to exist.
Problems show up when the regularisation is removed, and if that could be done smoothly then
Haag’s theorem tells us that we would end up with a free field theory, despite our attempts
at describing interactions. The appearance of divergences requires that we suitably redefine
our bare fields and parameters to obtain a finite result; the interacting field with finite Green’s
functions is the renormalised field ¢r, which is not unitarily related to the free field ¢y used in
perturbative calculations.

Renormalisation as a constructive procedure We now discuss how renormalisation is
conceptually independent of the presence of divergences, and how it provides a constructive way
to relate the parameters that one has to input in their theoretical setup, e.g., in the Lagrangian
defining their theory, to the parameters describing the output of calculations.

For definiteness, consider a canonically quantised theory characterised by a single mass

13



parameter m and a single coupling parameter g, e.g., the A\¢? theory of Eq. (1.39). After UV
regularisation, e.g., by a momentum cutoff A, the coordiante and momentum space Green’s
functions of the regularised theory have generally the following functional dependence,

G=G(x;m,g;A),  G=G(pym,gA), (1.46)

where z and p denote collectively the various coordinates and momenta. At low energies (|p] <
A), G displays Lorentz invariance to a good approximation; correspondingly, G displays Lorentz
invariance except at very short distances |AZ| < 1/A. At large negative or positive times,
the coordinate space Green’s functions should be well approximated by free Green’s functions,”
describing the propagation of free particle. In particular, for the two-point function one expects

Go(x1,wm, 95 N) = ZgDpeo(®1 — T25 Mphys, Iphys) » (1.47)

0
x] g F00

with Dy the usual free (and cutoff-independent) propagator, with Fourier transform

1

Dfree (p; Mphys, gphys) = p2 (148)

— m%hys + i€
Here mppys denotes the physical mass of the particles that the theory describes, and gpnys the
physical value of the coupling obtained from the theory; both should eventually be matched with
their experimental values (see below for gpnys). A factor Zy has been included to account for
the fact that the interacting field, when acting on the vacuum, can generate more than simply
one-particle states, differently from a free field.

In general, there is no reason why the input parameters m and g should equal the output
quantities mppys and gpnys: what is the mass of the particles described by the theory at asymp-
totic times is for the theory to decide, after all interactions are taken into account; the same
applies to the strength of the interactions as can be inferred from, e.g., scattering cross sections.
In fact, one can (arbitrarily, but reasonably) define gppys from the low-energy limit of the 2 — 2
elastic scattering amplitude Ma_3 as gpnys = Moao(p; = 0), which in turn is related to the
low-energy limit of the four-point Green’s function G4 via a reduction formula,

Z.-/\/12—>2 (p/17p,27p17p2)

1 4 i . 2 4 ipl - 2
- ? d’zqe™ xl(Dm + mph}’s) d xg > m2(|:|x2 + mphyS)
¢

X /d4x3 e”PrT3(O, + mghys) / dzye”P2T4(O,, + mghys)G4(a:1,x2,a;3,a:4) (1.49)

: 2 2 2 2 2 2 2 2 ~
= p2_1>1nrg _4(p,1 - mphys)(pl2 - mphys)(pl - mphys)(p2 - mphys)G4(p17p2ap37p4)
3 hys (;5
2ol

Generally, with this definition of physical coupling one has gpnys = g to lowest perturbative
order, but things change at higher order.

In conclusion, one generally finds m # mpnys and g # gphys. The parameters m and g
then have to be tuned in order for the physical mass and coupling to take the desired value,

90ne should suitably smear G in space before the large time limit, corresponding to the description of localised
wave packets.
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i.e., one needs to invert the relations that determine mpnys and gpnys as functions of m and
g, and choose their values get physical parameter matching the experimental values. This has
nothing to do with divergences, and should be done even if all Green’s functions were finite.
What divergences do is to complicate the procedure from the technical point of view, without
changing its conceptual aspect. In the regularised theory one finds

{mphys = fm(m,g;A),

(1.50)
Gphys = fg(m,g; A),

but the limits A — oo do not exist. Nonetheless, if the theory is renormalisable one can tune
the mass parameter m = m(A) = Z,,(A)mg, and the coupling parameter g = g(A) = Z4(A)gr,
where mg and gg are finite and cutoff-independent, so that the limits

Mphys = fm(Zm(A)mR7 Zg (A)QR; A) Ajoo fr(n,R) (mRa gR) 5

) (1.51)
Y9phys = fg(Zm(A)mR7 Zg(A)gR7 A) - fg (mR7gR) 5
A—oo
are finite. Equation (1.51) can be inverted to give the renormalised parameters as a function of
the physical ones,

{mR g FfstR) (mphys,gphys) 9 (1 52)

9gr = Fg(R) (mphysy gphys) )

and so in order to obtain a finite theory with prescribed physical mass and coupling one needs
to tune the mass and coupling parameters of the theory through

{m = m(A) = Zm(A)Frng) (mphysygphys) s

(1.53)
9= 9(A) = Zy(A)F (mphys, Gphys) -

The choice of mgr and ggr is arbitrary, since one could always include a further finite factor in
the Z,, 4(A) that does not alter the fact that they remove the UV divergences of the regulated
Green’s functions. Omne can set mp = mphys and gr = gphys, but this is neither mandatory,
nor always the most convenient choice. The arbitrariness in the choice of the renormalised
parameters can in fact be turned to one’s advantage: for example, it allows one to improve the
accuracy of the perturbative series, and to study the behaviour of the momentum-space Green’s
functions under a common scaling of the momenta.

As a concrete example, one can write the full propagator of the interacting theory, i.e., Go,
as )
B i
- p?—m? = N(p?) +ie’

Ga(p) (1.54)

where ¥(p?) denotes the sum of all the one-particle irreducible diagrams with two external lines,
with the external lines removed (“amputated”). For p? close to m?2, _, Eq. (1.48) tells us that

phys’
we must find a pole,
~ iz
Golp) | = (1.55)
p —>mphys p - mphyS + i€
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for some residue Z,. This depends on the normalisation of the field [see Eq. (1.47)], can be
changed by rescaling the field,'® and is any case removed in S-matrix elements [see (1.49)], so
it does not affect physical predictions. The general properties of a renormalisable theory tell us
(see below) that divergences must be polynomial in momenta and masses, and polynomial or
logarithmic in the cutoff. It follows that the denominator in Eq. (1.54) must take the form

p2 — m2 — E(p2) = (dl — Dl) {p2 - [(dg - Dg)m2 - D3 - dg] - FR(p2)} s (156)

where D 5 are divergent functions of log A, D3 diverges proportionally to A%, and dy23 and F
are finite quantities. Clearly, one can change the values of d; » 3 compensating it with a change
in Fr. This depends on the actual renormalisation scheme employed to take care of divergences.
One then sets

p* —m? = %(p%) = Z; ' [(p* — my) — Fr(p?)], (1.57)
where
Zit = (dy — D), my = {(dy — D2)m® — D3 — d3}, (1.58)
to find
o fin i iz
Ga(p) = (1.59)

Cp2—m% — F(p?) +ie’
Comparison with Eq. (1.55) shows that

4 Fr?)

2 2 2 -1
mphys —Mp — FR(mphys) = 07 _d—p2 R o = ZlZfi) . (160)

Mphys

p

For the “physical” renormalisation choice, mg = mpnys and Zy = Z1, one finds

h d _ph
F}% yS(m?)hys) =0, _d—p2 }3 ys( 2) =1. (1.61)

22
PT="Mphys

In general, setting m2 = z,m and 71 = 217 —1 renormalisation schemes are parameterised
) R ’

by the values of

2
phys

FR m2 d
1— % = Zm, —FFR(pz) = 2. (1.62)
Mphys P p2=m2,

In practice, it is more convenient to prescribe the values of Fr(p?) and Fj(p?), i.e., the renormal-
isation scheme, at an arbitrarily chosen mass scale p, i.e., the renormalisation scale. A similar
procedure is carried out for the coupling constant renormalisation by studying the four-point
function. Varying the scale for a fixed renormalisation scheme one obtains running mass and
coupling constants, with © dependence determined in an essential way by the structure of the
theory, and by the choice of renormalisation scheme for the finer details.

10We are implicitly considering a Lagrangian with a redundant coupling that can be reabsorbed in a redefinition
of the field and other couplings. For the A¢? theory, one has in general

Z / wo! 1 12 412 )\l 14
L =S (0u9')(0"¢) —m' "¢ "+ S,
2 2 41
that can be put in the form Eq. (1.39) by reabsorbing Z in a redefinition of the field, ¢ = Z%qﬁ’, and setting

m?=2Z"'m'? and A = Z72)\'. This allows for an arbitrary choice of normalisation of the field for what concerns
the one-particle matrix elements (0]¢(0)|p).
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Renormalisation and symmetries The need for a regulator in order to quantised a classical
theory in a mathematically meaningful way leads to break one or more of the symmetries of
the classical Lagrangian. For example, a momentum cutoff breaks Lorentz symmetry, as well as
local, gauge symmetries. Replacing continuum Minkowski space with a discrete lattice breaks
both Lorentz and translation symmetry, but gauge symmetries can be preserved, together with
discrete subgroups of the Poincaré group. Making sure that the desired symmetries spoiled by
regulator are recovered after renormalisation is a hard task, so it is better not to spoil them in
the first place, as much as possible. Still, it may be impossible to find a regulator that does
not break all the symmetries that one wants: in this case one has to check the effects of one’s
renormalisation procedure on the symmetries of interest, and it can happen that some of these
symmetries are not recovered in the end. In this case one speaks of an anomalously broken
symmetry.

Dimensional regularisation and minimal subtraction For a perturbative approach, the
most convenient regularisation is dimensional regularisation, that basically amounts to changing
the dimension of spacetime form 4 to d. This preserves Poincaré symmetry and gauge symmetries
(but spoils the internal chiral symmetry of massless fermions). The cutoff in this approach is
the dimensionless parameter ¢ = 4 — d, measuring the deviation from the physical case of 4
dimensions. Divergences in the perturbative series show up as poles in €, corresponding to the
logarithmic divergences of more physical regularisation schemes; power divergences are absent.
Moreover, divergences are independent of the mass parameters of the theory. Dimensional
regularisation is often paired with the minimal subtraction scheme (MS), where only the poles
in € are included in the renormalisation constants, or with the modified minimal subtraction
scheme (MS) where a recurringly appearing constant is also subtracted. Renormalisation of
coupling and mass then takes the general form

9=u%Zy(gr,€)9r M = Zy(gr,€)mr (1.63)

where p is an arbitrary mass scale. Its appearance is due to the fact that if the mass dimension
of the coupling is [g] = 0 in d = 4, then it must be of the form [g] = ce in dimension d near
4, with ¢ depending on the details of the theory; p is then required to restore the correct mass
dimension. At fixed values of the physical coupling and masses gphys, Mphys, the bare parameters
g, m depend on € but not on u,

g= g(€§ Gphys mphys) m = m(€§ Gphys; mphys) . (1'64)

It follows that gr and mpg must depend on p, gr(u), mr(w), with p dependence determined by
the renormalisation group equations

dg dm
A =0. 1.
'ud,u 0 Md,u 0 (1.65)

Path integral quantisation An alternative quantisation procedure, in most cases perturba-
tively equivalent to canonical quantisation, is path integral quantisation. This is based on the
(formally defined) integration over the space of field configurations. The following generating
functional,

219) = [Docis e so — [pgesiiise o —Tdots).  (L60)
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allows one to obtain the Green’s functions of the theory by functional differentiation, e.g.,

SesZU)|
S| = @) = Ol
—q 2% — (b b (1.67)
O ST |, ~ (@) — @) o)

= (0[T{o(2)¢(y) }|0) — (0]¢()[0){0[d(y)|0),

where a caret is used again to distinguish field operators and c-number integration variables.
Path integrals are ill-defined objects, and the measure D¢ needs to be regularised. Except for
Gaussian integrals and other simple cases, path integrals cannot be computed in closed form. A
perturbative approach, on the other hand, can be set up straighforwardly, and even more simply
than for canonical quantisation; of course, it still needs regularisation and renormalisation, as
in canonical procedure. The main advantages of path-integral quantisation are that it is more
intuitive to deal with, and that allows for non-perturbative approaches based on its discretisation
on a spacetime lattice, which (in the Euclidean formulation of quantum field theory) is amenable
to direct numerical simulations.

Renormalisation to all orders We now discuss under how renormalisation generally pro-
ceeds to all orders in perturbation theory. To this end, consider the most general theory of a
real scalar field, defined by a Lagrangian

L6imig) = 3(0u0)(0"0) — 3P + Y giVi(9,90). (1.65)

with vertices V; of schematic form V; = 852'(;5"1', i.e., involving n; fields and k; derivatives, and
associated coupling constant g;. Using path-integral quantisation and a perturbative approach,
one first defines the renormalised quantities

1
(25 = Z(; ¢R7 m2 = me%{7 9i = ZgigiR7 (169)
and splits the Lagrangian into two parts,

L(pim;g) = ZL(dr;mr; gr) + 0L (o MR gR) |
0L (or;mR; gR) = (Zy — 1)%(3M¢R)(5“¢R) —(ZyZm — 1)%771%2(2%

+ Z <ZgiZ¢)2l - 1) 9irVi(¢r, 0PR) -

(1.70)

The quantity 0.7 is called the counterterm Lagrangian. It is a general property of perturba-
tively quantised local quantum field theories that the new divergences that appear in Feynman
diagrams at a given perturbative order must be polynomial in m and in the external momenta
g. This basically follows from the fact that taking derivatives with respect to m or ¢ one in-
creases the power of loop momenta appearing in the denominator of the diagrams. An example
is provided by the following 1-loop integral,

d*p 1 1
I = ~ log A
/ 2m)t (p+ q)? — m? +ie p?> — m? + ie i (L71)
I d'p —2(p+ 1 . '
— = 7} — = T = finite .
dgy, )Y [(p+ q)2 — m2 + i) p* — m? + e
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This implies that UV divergences have the same structure as the contribution of the local vertices
Vi(¢r, 0¢r), or of the kinetic terms (9¢g)? and m%¢%, but with divergent coefficients §7;, or
024, or 6Z,,. This means that by choosing

Zy—1=0625,  ZoZwm—1=062m, 2,27 —1=6Z (1.72)

one cancels the divergences entirely. Clearly, if the local vertex corresponding to a divergence
was not originally present in the Lagrangian, it must be added.

It should be specified more clearly what is meant above by “new divergences” at a given per-
turbative order. In general, divergences appear in a Feynman diagram when the corresponding
integral over the momenta of internal lines is not convergent at large momenta. Divergences are
of two general types:

e an owverall divergence is present in a diagram if the integral is not covergent in the mo-
mentum region corresponding to scaling all internal momenta as p; — kp; and sending
K — 00;

e a subdivergence is present if the integral is not convergent in the momentum region cor-
responding to again scaling p; — kp; and sending x — oo, but keeping certain linear
combination Ap of momenta fixed.

Other possible large-momentum limits (e.g., rescaling p; — k;p; with different ;) can be re-
duced to the two cases above. A diagram may have an overall divergence with one or more sub-
divergences, or without any; or one or more subdivergences, but no overall divergence. When
increasing the perturbative order (at fixed number of external lines), the overall divergences
one may find are certainly new, given the larger number of internal momenta over which one
integrates. For an overall divergence, since no combination Ap is kept fixed, one always makes
the integrand better behaved at large momenta by taking derivatives with respect to masses
and/or external momenta. The general form of the integrand is in fact

1 1
IZ(p)=P
®) = PO ] e H (ES Y

%

(1.73)

where Ag; are linear combinations of the external momenta ¢; and P(p) is some polynomial
of the internal momenta (the dependence on external momenta ¢ is irrelevant here). Taking
derivatives one finds qualitatively

OZ(p) _ puL(p) 9Z(p)  mI(p)

1.74
aq“ p2 ) 8’171, p2 Y ( )

and so an improved convergence rate. This may not be the case when certain combinations
Ap of internal momenta are kept fixed, since an extra power of Ap in the denominator does
nothing for the convergence rate. The consequence is that taking sufficient many derivatives the
integral is made convergent, implying that the overall divergence is local, i.e., polynomial in g, (or
equivalently in 0, in coordinate space) and in m. This implies that these divergent contributions
have the same mass and momentum dependence as contribution originating from the insertion of
a vertex corresponding to a local operator, and so can be cancelled by subtracting the divergent
prefactor from the coefficient of this operator in the counterterm Lagrangian. This is done order
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p1+p2—p3

q—q1 -4

Q1
pP1+p2—p3—q

P3~p1Lt+p2

p1+p2—p3~p2

p1

Figure 2: A three-loop diagram in scalar A¢* theory, and the two-loop and one-loop diagrams
corresponding to its subdivergences.

by order in perturbation theory, so that at the next order the divergence subtracted here will
appear contribute to the prefactor of the corresponding vertex in the counterterm Lagrangian.

An example from scalar A\¢* theory is shown in Fig. 2. When the internal momenta D1.2,3
all become large without any combination kept fixed, one studies the overall divergence of the
diagram. When the combination p; 4+ ps — p3 is kept fixed, one finds the same divergence as
in the 2-loop diagram at the centre left: one has p3 ~ p; + po, while the lines with momentum
p1 + p2 — p3 and p; + p2 — p3 — q do not affect the convergence rate. If instead p; — p3 is kept
fixed, then the divergence is the same as that of the diagram at the centre right; the same holds
if po — p3 is kept fixed, up to relabelling p; <> po. If besides p; + po — p3 also the combination
1+ p2 is kept fixed, then one finds the same divergence as in the 1-loop diagram at the bottom,
since p3 ~ 0 and p1 ~ —po.

It is a matter of combinatorics to show that at each perturbative order, subdivergences are
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fully removed by the counterterms, as determined by the subtractions performed up to the
previous perturbative order. As pointed out above, new divergences are necessarily local, and so
can be cured by a suitable redefinition of the coupling constant of a local term in the counterterm
Lagrangian. The renormalised value of the couplings are kept finite, and can in principle be fixed
by matching with experimental results. What could possibly go wrong is that the number of
terms in 0.%Z increases indefinitely as the perturbative order increases, so that an infinite amount
of experiments is required to fully determine the theory, which is then never fully predictive.'!

Renormalisability of a theory We now briefly discuss under what conditions is the renor-
malisation procedure going to succeed to all orders in perturbation theory, by redefining a finite
number of bare coouplings. There is a simple power counting criterion for this, based on the
mass dimension of the couplings in the Lagrangian. Given a diagram G, its mass dimension
is determined as follows. Each internal bosonic or fermionic line contributes a factor of order
p~@B.F from the corresponding propagator, and an integration measure d*p. Usually dp = 2
and drp = 1, but there are exceptions. Each vertex contributes a momentum-conserving delta
function; one of these is factored out to enforce overall momentum conservation of the diagram,
and does not effectively enter the counting. Moreover, the i-th type of vertex, of schematic form
Vi = 851'@25"31'1,551” ip"Fi=OFi contributes a further factor pF. All in all, the mass dimension D¢
of the diagram is

Dg=A—dp)lp+ (4 —dp)lp+4—4) Vi+ > Vik;. (1.75)

This is the superficial degree of divergence of the diagram, expected by simple power counting,
and corresponding to an overall divergence. If a diagram diverges with the UV cutoff A as A“G|
we call wg the degree of divergence of the diagram. This may be lower than the superficial one
due to cancellations, so in general wg < Dg. It is worth noticing that the mass dimension of
the coupling g;, corresponding to the vertex V;, reads

dgi :4—ki—n3i—gnpi<4, (1.76)

where the upper bound comes from the fact that there are no local operators of negative mass
dimension in d = 4; and that the only operator of dimension 0 is an uninteresting numerical
constant. Exploiting now the well known topological relations between the number of internal
and external lines and the number of vertices,

Epr+2Ipr = Z Ving Fi, (1.77)

(2

one finds that
D¢ = 8 (3, Vingi — Ep) + 502 (3, Vingi — Ep) +4 — 43, Vi + 3, Vik;

=4 e gy — e B 5,V (k- 4 SR+ ) (1.78)

= f(Ep, Er)+ > _Vilki — f(npi,nri)] |

7

HSince operators of higher dimension are suppressed by increasing inverse powers of a mass M, the theory
renormalised at a given order n will be predictive up to energies E where the order n 4+ 1 term, of magnitude
proportional to (E/M)*"+V becomes comparable with the order n term, of magnitude (E/M)°".
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N, =Y.V, =FE +2I

T

Figure 3: Derivation of the topological relations, Eq. (1.77). Dots can be counted in two ways:
as a property of vertices, or as a property of internal and external lines.

where 4 d 4 d
f(np,np) =4 — 2BnB— 2FnF, (1.79)

which is a decreasing function of np r. If every vertex in the Lagrangian satisfies

ki S f(nBianFi) ) (180)

then wg < f(Ep, Er). If all vertices satisfying k; < f(np;, nr;) have been included in £, then
the divergence in G must be of the same form of one of those vertices, and can be renormalised
away by redefining the corresponding coupling. As the number of fields increases, the require-
ment on the number of derivatives becomes more stringent, until eventually no derivatives are
allowed. For terms without derivatives f(np;, ng;) > 0, so the possible choice of number of fields
is finite. In summary, the number of possible vertices satisfying k; < f(np;, nr;) is finite, and if
they are all included in the Lagrangian, then all divergences can be removed by renormalisation
as outlined above, and the theory is said to be a renormalisable by power counting.

On the other hand, if for some vertex 7 one has k; > f(np;, ng;), then increasing the number
V; of vertices of this type any wg becoms possible, and in general new types of vertices need to
be included in the Lagrangian at each perturbative order. In this case the theory is said to be
non-renormalisable by power counting.

Using Eq. (1.76), the inequality Eq. (1.80) can be recast as follows,

2—d 1—-d
2BnBi+

3
ani§4—k‘i—n3i—§npi:dgi. (1.81)

In the standard case dp = 2, dp = 1, one finds that Eq. (1.80) boils down to d, > 0, i.e., all
coupling must have non-negative mass dimension.
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Examples of renormalisable and non-renormalisable theories

Scalar field For a real scalar field ¢ one can write for the most general interaction La-
grangian

n m;

V() = 3 gn gy T T ( a,”,j>¢, dgoimy =4= > (L4m;),  (182)
1 i=1

i=1  j=

for some Lorentz-invariant tensor T#1.1-#nmn (which can only be built out of the metric tensor
and the Levi-Civita tensor). Positivity of the mass dimension requires no more than four fields;
Lorentz invariance imposes that zero or two derivatives appear. Terms with two derivatives
have at most two fields: those with two fields are identical to the derivative term in the kinetic
part (up to a total derivative), and the term with one field is total derivative. The most general
renormalisable Lagrangian is then of the form (up to field renormalisation)

1 1 c A
_ 4 L 12,9 3 4
L= 5 O b 5™ 1) +h¢+—3!¢ +—4!¢ . (1.83)

If h = ¢ = 0, the appearance of counterterms odd in ¢ is forbidden by the symmetry ¢ — —¢.
On the otehr hand, if h =0, ¢ # 0 (resp. h # 0, ¢ = 0) a counterterm linear (resp. cubic) in ¢
can (almost certainly will) be generated by the renormalisation procedure.

Fermi theory For the most general four-fermion interaction Lagrangian,

2 = Z Gi(UT 49) (9T 49) (1.84)

with {T'4} a basis for 4 x 4 Hermitian matrices, the theory is non-renormalisable by power
counting since dg, =4 — 4% = —2.

Proca field The free propagator for a massive vector field (Proca field) A* reads

—i(M — )

p? —m?2 + e

Dy (p) = : (1.85)

so that dg = 0, and the constraint for renormalisability reads np < d; < 4. Renormalisable
terms are:

e np = 1 terms complying with Lorentz invariance are either d, A" and 00, A", which are
total derivatives (and in the second case d, = 0 < 1 forbids it); or the coupling to a vector
current, J,A*, with d; = 3 > 1;

e np = 2 terms are limited by Lorentz invariance to (9,4*)%, 9,4,0" A*, A,0,0" A*, and
0OA, A" , but in this case dy = 0 < 2 (naively) forbids them; and a mass term A, A" with
dg = 2;

e np = 3 requires one derivative for Lorentz invariance, so possible terms are g(d,A")A, A*
and ¢(0,A*)A,A”, but d; =0 < 3 =np and so they are forbidden.

No renormalisable self-interaction exists for the Proca field.
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Renormalised perturbation theory in the canonical formalism - back from the starts
We started from the canonical quantisation of a theory, ran into troubles, and found that renor-
malisation can fix them. It may help clarify the procedure if we go back to the start having in
mind that regularisation of the theory and a suitable redefinition of the parameters is going to
be needed.

Instead of claiming that we are solving directly the theory defined by some Hamiltonian
H[¢, 7] for canonically conjugate field variables ¢ and m obeying Hamilton equations of mo-
tion and canonical commutation relations, we start from the implicitly regularised Hamiltonian
H|¢p,np] with canonical variables ¢ and 7, again obeying Hamilton equations and canonical
commutation relations. Having reduced the degrees of freedom to a finite number by imposing
a UV and an IR cutoff, we are just doing quantum mechanics with a large number of canonical
variables. For good measure, we also switch the interaction on and off adiabatically at large
times, so that H — Hy and ¢p(t) — ¢o(t) as t — oo, where ¢ is a free field with the usual
normalisation. This procedure automatically kills any bound state of the theory as a possible
asymptotic states, and so is suitable only if the spectrum of the theory is not radically changed
by the interactions (or if this radical change can be taken into account separately.)

In this setting, the Hamiltonian is time dependent and reads

H(t) = Holpp(0), 75 (0)] + fc(t)Hi[¢5(0), m5(0)], (1.86)

where the adiabatic switching factor f. is a smooth, slowly varying function such that f(t) =1
for |t| < To, and fe(t) — 0 for ¢ — +oo. Notice that both Hy and H; are time-independent by
construction. In Hy one should use the physical mass m of the particle, and in Hj one should
include mQB —m? = ém?, the difference between the bare and physical mass squared, to be tuned
so that particles have mass m also in the integracting theory. Similarly, one should include a
vacuum energy difference Ey in Hy, to be tuned so that the vacuum has vanishing energy (i.e.,
is translation invariant) also in the interacting theory:

Hp=0m*¢% + Eo+ V(dn). (1.87)
The temporal evolution is given by
t t
U(t,t") = Texp {—i dr H(T)} = Texp {—z’ dr (Ho + fe(T)H[)} , (1.88)
t t

and reduces to U(t,t') — e =) a5 ¢ — 0, i.e., as the switching on/off function is removed.
The Mgller operators read now

Qi = lim U(t,0)femiHolonO)msO]t (1.89)

t—F oo

with the free theory at asymptotic times governed by Hy[¢p(0), m5(0)]. We set ¢¢(0) = ¢5(0),
70(0) = 75(0), and define the freely-evolving variables
bo(t) = ez'Ho[qﬁB(O)JrB(O)}tqu(O)e—iHo (65(0),m5(0)]t _ eiHo[¢o(0),7ro(0)}t¢0(0)e—iHo [60(0),70(0)]¢ 7

To(t) = eiHo[¢>B(0)77FB(0)}tﬂ-B(O)e—iHoMB(O)ﬂTB(O)]t — eiHo[¢>0(0)7W0(0)}tﬂ0(0)6—iH0[¢0(0)77r0(0)}t' (1.90)

Then
go(t) = &1 mONL (1 0)p (1)U (t,0)T e HoloDmON — T (1) g (1)U (1)1
mo(t) = eiHo[¢0(0),ﬂo(0)]tu(t7 O)wB(t)Z/[(t,O)Te_iHO[‘f’O(O)’”O(O)]t = U)rp(t)U®),

24



and U (t) obeys the differential equation

U (t) = e oleo@molON £10[0(0), m0(0)] — H ()} U(t,0)

. . 1.92

= —ie! Mol moON £ (1) H1[9(0), o (0)]e ol OmoOlTr (1) = —iv (1)U (1) 122

Together with U(0) = 1, this yields

t
U(t) = Texp {—z/ dr V](T)} . (1.93)
0
Similarly,
0
Ut =u®)'ivi(t) = Ut)T = Texp {—z’ / dTvI(T)} , (1.94)
t

and combining the two results (and using uniqueness of the solution of the Cauchy problem) on
finds

UU() = Texp{—i/tlt dTvI(T)} : (1.95)

The Mgller operators can be obtained by solving an equation similar to Eqs. (1.92) and (1.94).
Set
Qt) =U(t,0)Te ot Q4 = lim Q(@1), (1.96)

t—Foo

where we denoted simply Hy = Hy[¢p(0), 75(0)], and take its time derivative,
Q(t) = iU (t,0)T (H(t)— Ho)e ol = iy (t,0)Te~tHot MOt ([ (£) — Hy)e™ ot = Q(¢)iVy(t). (1.97)

Since 2(0) = 1, this is solved by

Q(t) = Texp {—i /to dTvI(T)} =U@t) = Qi = U(Fo0). (1.98)

Then one finds for the scattering matrix S

+o0o
S =0 Q) = U(+00)U(—00) = Texp {—z/

—00

dr V](T)} . (1.99)

This operator acts on the Fock space of the free particles created and annihilated by ¢, starting
from the free vacuum |0)g. In particular, ¢(0|S]0)¢ is the vacuum-to-vacuum amplitude which
is necessarily a phase due to uniqueness and Poincaré invariance of |0)g. This phase can be set
to 1 without any loss of information, in practice by dividing out by ¢(0|S]|0)¢. The scattering
amplitudes are then obtained as

S, — o{@rlSleio
T o (0lSI0)o
/ ’ o /, S|p1 BRI >0
— dQ(r,L) 1 /*”. n //*/dQ(n) 1 Con n0<p17 7pn| ’ s Pn
J R L R e

(1.100)
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starting from the n — n’ transition amplitudes

0(Phs - Py ISIP1 s pn)o _ o(Phs e PR [pr, - pi)o
0{015]0)o 0{015]0)o

= 0ut<p/17 cee ,p;ﬂ|p1,---,pn>in-

(1.101)
In Eq. (1.100) the contribution from the vacuum energy counterterm gets cancelled between
numerator and denominator and so can be ignored.

A better way to discuss this point is to notice that the adiabatic switching on and off of
the interaction leads the free vacuum state to new states Q4]0)g = lim._0 % |0)o, where the
dependence on € has been made explicit. These are the interacting in and out vacuum states,
that are eigenvectors of H, obeying'?

9

) .0 .
HQ4|0)g = ll_lg(l) ilﬁga—gﬁi(gﬂmo -

0
Q5 (g) = Texp {—ig / dr e‘”'eZHOTHze‘ZHOT} (1.102)
Foo
0
= ejF’g%l Texp {—ig/ dr e_E‘ﬂeiHOT(H[ — Eo)e_iHOT} .
Foo

This result is known as Gell-Mann—Low theorem.' Since Q4|0)¢ is the interacting (in and out)
vacuum, one must have HQ1|0)o = 0, implying ¢(0|H4|0)g = 0, which in turn requires

0= 11_1)1%):]:26983 |:e:Fig@0<O‘Te—igf:FOOO dTe*é\f\eiHo‘r(HI_Eo)efiHor’0>0] . (1103)
€ g g=1

This is achieved by tuning Ej at finite € as
. E, . 0 —el|T| 57 T —1 T
5197 = (0| Te ™9 o 07”0 (HI= B 0T g (1.104)
More symmetrically,

.0 .0
0 =20(0|Q" HO0)o = o<orﬂ*_<+zega—gﬂ+> + (—ieg Q) 2410)o

.0 .0
= ieg 0(0]Q" Q. [0)g = €95, 0(0[5]0)g (1.105)
_ i693€_2i‘g@0<0|Te_ig f:‘(zoo dr e*é\‘r\eiHoT(HI_EO)e—iHo‘r |0>0 ,
99
which is obtained by setting
2970 — ! (1.106)

0 <0’Te_ig fjo.f dre=€lTletHoT (Hr—Eq)e~*Ho™ ’0>0 .

12 An infinite phase should be removed by dividing by 0(0|Q%|0)o before taking the limit, but this does not
change the argument made here.

13M. Gell-Mann and F. Low, “Bound states in quantum field theory”, Phys. Rev. 84 (1951) 350-354. See also
J. Sucher, “S-matrix formalism for level-shift calculations”, Phys. Rev. 107 (1957) 1448-1449.
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One can then drop Ey from V7 and include this factor in the S-matrix calculation, which precisely
cancels out the contribution of vacuum bubble diagrams from every matrix element. Notice that

U(s,0)Q(t) = e HSU (s)U ()T = e~ 05 Texp {—z/ dr eiHOTfE(T)HIe_iHOT}

t

0
= Texp { i [ dr e s ge o |
t

—S

0
— e—ZHoseZHosTeXp {—Z dr eZHonE(T + S)H[E_ZH()T} e—zHos (1107)

t—s
0

= Texp {—z’

= (Qt — 5) +...)e tHos,

dr eiHOT(fE(T) + st(T) + .. .)Hle_iHOT} e~ Hos

t—s

Since f. is slowly varying, its derivatives can be neglected (and vanish in the adiabatic limit),
so that ‘ ‘
U(5,000L = lim U(s,0)(t) = lim Q(t — s)e 05 = Q7105 (1.108)

t—+oo t—+oo

up to terms that vanish in the adiabatic limit. In this limit,

Hlp1,.. ., Pn)injout = HOQx[p1, ..., pn)o = Qe Holpi, .-, Pn)o

(1.109)
= EQ:I:|p17 s 7pn>0 = E|p17 s 7pn>in/0ut 3

i.e., the in/out states are eigenstates of the full Hamiltonian, in one-one correspondence with
free multiparticle states. Moreover, if Uy(a, A) are the unitary representatives of Poincaré trans-
formations, then

QUp(a, A)|p1, ... pndo = € C2iPi|Apy, ... Apy)o = e @ 2iPiQL |Apy, ..., Apn)o

= E_W‘Zj b |Ap17 s 7Apn>in/0ut = Uin/out(av A)|p17 s 7pn>in/out ’
(1.110)
so that Poincaré transformations are defined on in and out states. Assuming that [Uy(a, A), S] =
0, i.e., Poincaré invariance holds, then

out (P - -« s Py [Uout (@ A) Ui (a, A)[p1, - . ., P)in
= o(p,, ... P |Uo(a, NI QL Ug(a, A)|py, - . ., pudo
P, Pl |Uo(a, A)T STy (a, A)p1, . .., pn)o
P D SIP1s - Prdo = out(PL, - - P (P15 - P in »

(1.111)

i.e., Uput(a,A) = Upn(a, A). In other words, if the interaction Hamiltonian is Poincaré invariant,
then in and out states transform according to the same unitary representation of the Poincaré
group, and transform precisely like free multiparticle states.

At this point one sets up perturbation theory and employs the usual Feynman rules to com-
pute the (still regularised) perturbative series. An important point is that properly taking into
account the presence of the adiabatic switch results into a modificiation of the naive Feynman
rule for external lines. In general, diagrams contributing to a process with n incoming plus
outgoing particles can be written as the product of a connected truncated n-point part and n
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two-point parts, connecting the n-point part with the external particles. The n-point part and
the n two-point parts can be resummed separately to all orders. The result for the full external
lines is naively of the form

1 p? —m?

T1-DY  p2—m2—3(p?) tic’

14+ DY + (D) + ... (1.112)

where X is the sum of two-point 1PI diagrams, including the contributions of the mass countert-
erm dm?¢%. For m to be the physical mass of the particle, one needs the full two-point function
to have a pole there, which a similar calculations shows to be

1 1
= D = .
1-DX% p? —m?2 — X(p?) + ie

D+ DYD + (DX)*D + ... (1.113)

One then needs ¥(m?) = 0, which is achieved by suitably choosing ém?. The fact that this may

be divergent as the regularisation is removed is irrelevant from the conceptual point of view.
One then finds

p2 _ m2 B p2 o m2 B 1 -
P2 —m2 —X(p?) prom2 (P2 —m2)[1 — ¥'(m?)]  [L—2'(m2)] Z. (1.114)

Taking into account the adiabatic switching correctly, this is modified into'*
Z V7. (1.115)

This factor is a leftover of the adiabating switching procedure: while free particle states are
correctly representing the state of the system at asymptotic times when adiabating switching
is present, in the physical theory there is no such a thing and the true asymptotic states are
affected by the persistent effects of the interaction, responsible, e.g., for the true mass of the
particle. At any intermediate stage, the true asymptotic states are built out of a cloud of
particles surrounding the original free particle, which is implemented by the Mgller operators.
When representing in terms of momentum eigenvectors, however, it is not guaranteed that the
correct normalisation is mantained - and in fact it is not. Formally, for one-particle states

+oco
Qx|p)o = |p)o +/ dt e~ Vet [ e =10ty g
0

L iy = — €
H-E,+ic "W H_E, tic

(1.116)

= |p)o IP)o -

It is easy to show that as € — 0, this becomes an eigenstate of H:
(H — Ep £ie)Qx|p)o = Fielp)o = (H — Ep)Qalp)o = Fie (p)o — Qxlp)o) - 0. (1.117)

This applies, more generally, to multiparticle states |p1,...,pn)0, that are turned by Q. into
eigenstates of H (in the limit ¢ — 0). In general, however, Q4 |p)o does not have the usual

1E J. Dyson, “The S matrix in quantum electrodynamics” Phys. Rev. 75 (1949) 1736-1755; “Heisenberg Op-
erators in Quantum Electrodynamics. II”, Phys. Rev. 83 (1951) 3, 608-627. See also, F.J. Dyson, “Advanced
quantum mechanics”, quant-ph/0608140, pp. 110-111; S. Schweber, “An introduction to relativistic quantum
field theory”, sec. 15c; F. Mandl and G. Shaw, “Quantum Field Theory”, sec. 9.4.
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relativistic normalisation even in this limit,'® so we set
VZ|p£) = lim Q+|p)o, (1.118)
e—0
where |p£) are correctly normalised and Z is real positive (after suitably choosing phases), but

in general Z # 1. Taking the scalar product of Eq. (1.116) with |p£) (assuming regularisation
in a finite spatial box so that momentum eigenstates are normalisable), one finds

VZ = (p+|VZlpt) = (p £ [ 1im Qt[p)o = (p + [P)o, (1.119)

so one sees that Z is the same for both 1. One can also argue that for multiparticle states
one gets the same factor for each particle. This factor is the same factor discussed above:

one can think about the fully dressed external lines as the processes turning |p1,...,pn)o into
|p1,-..,pn+) for the incoming particles, before they interact with each other, and conversely
IPYs ..., phy—) into [pf,...,pl,)o for outgoing particles, after they have interacted. (Particles

that do not interact with anything else are turned from free to interacting to free again without
any loss, i.e., with probability 1. At finite € there are parts of the wavefunction Q€ that will get
lost as € — 0, but since they are not disturbed they sum coherently and give back 1.)

One can then either ignore loop corrections to external lines entirely and simply include a
factor v/Z, or include loop corrections to external lines explicitly and include a factor 1 / VZ
for each external line. In either case, this boils down to the resummed external line being
removed when put on shell, and a factor v/Z being attached to the connected truncated part.
If one insists on keeping it in the game, one can treat it as being multiplied by 1/Z, while a
factor v/Z is attached to the connected truncated part. For the latter, the topological relation
E 4+ 2I = ), nVj implies that the overall factor 738 — 771+35c e can be treated as a
modification Z~! for each (elementary) internal line and an effective redefinition Z 5 of the
coupling Agr — Z 3\ pr, of the (elementary) vertex with & lines. The former effectively redefines
the full internal propagators so that they have residue 1 at the particle pole; this removes
self-energy divergences. The latter, after setting Apr = ZpAr, amounts effectively to having
for each vertex a factor Z %Zk/\k, so that only the combination Z; = Z %Zk of renormalisation
constants appears. Divergences can now be removed by suitably defining dm? and Z 1> so that
the physical mass and the renormalised coupling (suitably defined by some prescription) take
their experimental values, while it is clear from the above that Z plays physically no role.

The treatment of external lines discussed above can be summarised as

out<p€b . 7p;L’|p17 s ’pn>in = Gn(_pllv ceey —p%/,pb cee ,pn)
x [Ga(p)) ... G2(p)] HGa(pr) - .. Ga(pa)] ™! (1.120)
x Z7u(ph) ... Z2a(p,) Z3u(pr) - .. Z3u(pn),

i.e., the full n-point function is stripped of fully dressed external lines, replaced by Z 3 times the
particle wave function, or equivalently

out<p/17 LI 7p;ﬂ‘pla L 7pn>in = Gn(_p/la ceey _p;ﬂapla L 7pn)
% [Ggreo(p/l) o Ggreo(p;ﬂ)]—l[Ggreo(pl) o Ggreo(pn)]—l (1121)
1 1 1 1
X Z72aph) ... Z72a(pp)Z " 2u(pr) - Z 7 2u(pn)

5See, e.g., Bryce S. DeWitt, “State-vector normalization in formal scattering theory”, Phys. Rev. 100 (1955)
905-911.
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i.e., the full n-point function is stripped of free external lines, replaced by Z =3 times the particle
wave function.

Renormalised perturbation theory* There is a practically more convenient way to imple-
ment the perturbative procedure. Internal lines including the renormalisation factor Z~! can
be further recast as

. . . o0
m% :p2—7712+i61—|—(;—1) :p2—77212+i6 1+§_:(1_Z)n
, N , . =t (1.122)
_ m nz:% [i(;ﬁ —m?)(Z - 1)m] ,
which is equivalent to the sum of insertions of a new vertex,
(Z — 1)% [(0u9)? — m*¢?] . (1.123)
The Feynman rules can then be summarised as follows:
e usual factor for external lines;
e usual factor i/(p?> — m? + ie) with m physical for internal lines;
e factor iZng)\k for vertex k;
e factor —iém? for two-point vertex —dm?¢?/2 = —(Z,, — 1)Zm?¢?/2;
e factor i(p? — m?)(Z — 1) for two-point vertex (Z — 1)3 [(9,0)* — m?¢?].
Effectively, these can be derived from a new interaction Lagrangian that reads
L= (Z - 1)% [(0u0)? — m*$?| — (Zy, — 1)Zm2%<z52 +)° 7% Zidpd®
71 F (1.124)

A k
= T(@Aﬁ)z — (Zm — 1)7”25@52 + Ek: 72 Zppod",

employed as usual directly into Dyson’s formula, replacing ¢ with a free field with standard
normalisation [¢g, ¢g] = i, governed by the free Lagrangian

Ly == [(0.9)* —m*¢?] . (1.125)

N =

Combining together . = % + £ one finds
_ Z 2 22 9 L k_ Z 2 924 9 k k
L =S (0u0) = Zmm® S ¢ +Zk:ZZZk)\k¢ = S 0u0)? =m0 +Zk:Zz>\quﬁ . (1.126)

The value of Z is determined by the condition that the full two-point propagator of ¢ at the
particle pole has residue 1. The values of Z,, and Z; are fixed instead by comparison with
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experiments of m and Ag, and so must reabsorb any remaining divergence in the two-point non-
derivative and k-point vertices. At each order one then includes a suitable contribution in Z,
Zm and Z;, in order to fullfil the requirements.

Notice that redefining Z¢ = ¢, one ends up exactly with the original Lagrangian,

1 1
Z = 5(8u¢B)2 - m2B§¢2B + Z ABrdl - (1.127)
k

However, if one uses canonical quantisation on this Lagrangian one does not end up having
standard commutation relations for ¢ and ¢. Nonetheless, for the perturbative treatment, in
practice one can simply rescale ¢p, split the desired free part, and use the rest as minus the
interaction Hamiltonian in Dyson’s formula. The resulting perturbative series, suitably modified
for what concerns the external lines, gives the Green’s functions of the renormalised field ¢. This
does not obey standard commutation relations [¢, gb] =1.

As far as reabsorbing divergences goes, one can use a different set of prescriptions than
the on-shell ones. For example, one can set ¢p = 7's ¢’ and use Z’ to reabsorb divergences
proportional to p? — m?, requiring that the residue at the pole be some finite value z; and
set m2B = 7! m'” and require that m’ = z,,m for some finite z,, - or something else which is,
however, practically equivalent to this. The definition of the renormalised couplings is inherently
arbitrary, and one can employ also unphysical conditions like, e.g., the value of the k-point
function for some off-shell choice of momenta; for notational uniformity, let Ay = Z; \;. Again,
at each perturbative order one includes contributions in Z’, Z], and Z; in order to fullfil the
renormalisation conditions. One ends up with finite values for m’ and A, related by a finite
renormalisation to the physical ones. Of course, this procedure cannot change the S-matrix - as
long as the physical mass and couplings are fixed. On the other hand, it changes the Green’s
functions of the renormalised field ¢’. Since ¢p is always the same if we fix the corresponding
physical theory (i.e., the physical mass and coupling), so will be its Green’s functions, and so

(OIT{pn(x1) ... ¢(xn)}0) = Z2 (0| T{(21) ... d(x4)}|0) = Z"2 (0| T{¢' (1) .. ¢'($n)}(|0>- )
1.128

|3
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2 Elements of non-perturbative quantum field theory

The perturbative quantisation procedure outlined above works quite well in practice, at least
for certain theories, but theoretically it is not satisfactory. Its most appealing feature is that it
indeed describes the physics of interacting particles in a manifestly local and Poincaré-invariant
fashion, which is what we set out to do. Moreover, it allows to label the states of the fully
interacting theory that describe the initial and final states of a scattering process in terms of
free-particle quantum numbers (i.e., number and type of particles, energy, momentum, spin,. .. ).
On the other hand, it relies on the adiabatic switching procedure, which is somewhat physically
justified (the actual scattering interaction takes place over a short time) and somewhat not
(interactions have persistent effects that change the asymptotic states themselves), and on the
bold assumption that a perturbative expansion can be done, i.e., that the theory is analytic
at vanishing coupling (which is very likely not the case in most theories, most notably QED).
While one could accept that as an approximation to the true theory, since the perturbative series
is the very device that we are using to define the quantised theory itself, one is left with very
shaky foundations.

It is then important to understand what would a quantum field theory look like under general
assumptions, including symmetry and locality properties, and find out what are the general
properties that one should expect independently of the quantisation procedure. This line of
research is known as “axiomatic quantum field theory” (though nowadays the term “algebraic
quantum field theory” is preferred), and was pursued among others by Lehmann, Symanzik, and
Zimmermann; Wightman; Streater; Haag; Ruelle; Kallén. While this is unlikely to help with
practical calculations, it will help understanding QFT itself, and clarify the connection between
the underlying objects, i.e., fields, and the observable entities, i.e., particles.

Wightman’s axioms The starting point of the axiomatic approach is a set of physically
motivated assumptions, or axioms, that a decent QFT has to satisfy. Without any pretense
to mathematical rigour, these are the main basic assumptions on which one wants to build
(Wightman’s axioms). It is understood that the theory is formulated in some (separable) Hilbert
space H, and that fields ¢;(z) are associated with the points x of spacetime.

1. The theory is symmetric under translations, with translation symmetry implemented by
unitary operators U(a) = e~F? whose Hermitean generators P, = PJ are identified with the
four-momentum operator.

2. There is a unique translation-invariant normalisable vacuum state |0),

PJ0y=0,  (0j0)=1. (2.129)

3. Fields build the Hilbert space out of the vacuum, i.e., all the states (or at least a dense
set of states) is obtained by applying polynomials P[¢] of fields on the vacuum, {P[¢][0)} = H.
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4. The theory has a positive energy-momentum spectrum, i.e., the eigenvalues p, of P,
satisfy p? > 0, pg > 0. It follows that |0) is also the unique state of minimal energy po = 0.

5. Lorentz symmetry is implemented by unitary operators U(A), and so full Poincaré sym-
metry is implemented by unitary operators. It follows from group composition properties that
|0) is also Lorentz invariant. In fact

U(a)U(N)[0) = UMU AU (a)U(A)]0) = U(MU(A"a)|0) = U(A)[0) = [0),  (2.130)

where the last passage follows since U(A)|0) is translation-invariant, but such a state is unique.

6. Fields transform covariantly under Poincaré symmetry,
U(a)TU(8) i(2)U (MU (a) = Sij(A)dj (A" + a) (2.131)

where S;;(A) is some finite-dimensional irreducible representation of the proper orthocronous
Lorentz group. This is a technical assumption that is not strictly necessary, but which greatly
simplifies things.

7. Fields obey the microcausality (locality) condition

[6i(x), ¢j(y)]+ = 0 for (x —y)* <0, (2.132)

where commutators [-,]- or anticommutators [-,-]; are used depending on the spin of the
representation S(A).

From this set of physically motivated axioms one can derive rigorously many appealing
properties. An important one is the cluster property of vacuum expectation values of products
of fields ( Wightman’s functions),

Olg(z1) .. (zn)B(y1 + Aa) ... ¢(ym + Aa)|0)
2 (0le(x1) - ¢(2n)[0){0](y1 + Aa) . .. d(ym + Aa)|0) (2.133)

= (0l¢(z1) ... (2n)|0)(Op(y1) - - - P(ym)I0) -

Wightman’s reconstruction theorem shows how to reconstruct the full field theory from the
Wightman’s functions (0]¢(z1) ... ¢(x,)|0). One can also prove the well-known spin/statistics
theorem and C'PT theorem. Moreover, the Haag-Ruelle theory of scattering shows the existence
of asymptotic fields and the validity of the LLSZ asymptotic condition, that we will discuss below.

While most of what we need can actually be derived from the axioms, for simplicity we will
make further, more detailed assumptions that will make our life simpler. One such assumption
concerns the spectrum of the theory. We will assume that single-particle states |p; ) exist, with
P,|p;a) = pulp; a) and p,p* = m?, and normalised according to

(050 |py @) = 8o 20°(27)20) (5" — ) (2.134)

and furthermore that the vacuum and the single-particle states are discrete points in the spec-
trum of P,PH, with my = min, m, > 0 (mass gap), and the continuous spectrum of P,P*
starting at (2mg)%. We also assume that the are no other discrete points in the spectrum of
P,P" (bound states).
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Spectral (Kéllén-Lehmann) representation of the propagator We now derive an im-
portant property of the two-point function of an interacting field that we have actually used
several times already. Consider a single Hermitean scalar field ¢ = ¢f, and its time-ordered
two-point function

D(x) = (0[T{¢(x)$(0)}|0) = 6(a") (0]6(x)$(0)[0) + (—*) (Olp(0)s(x)[0).  (2.135)

Inserting a complete set of energy-momentum eigenstates, including the single-particle states,
one finds

(0l¢(2)6(0)[0) = (0]¢(x)[n)(n]6(0)[0)

n
= Z<0|€iP.x¢(0)€_iP.x |’I’L> <n|¢(0)|0> by translation invariance (2136)
n
= Z e_”’"x](O\(b(O)\n} ’2 P, eigenstates .
n

Plug this back in one finds

4
:/ d p4 [9($0)e—ip'x+9(_$0)eip-x] Q(p) (2137)

We can say more about g. First of all, one clearly has ¢ > 0. Next, using Lorentz invariance
and covariance of the field, U(A)T¢(z)U(A) = ¢(A~'z), one finds

o(Ap) =Y (2m)*8™ (pn — Ap)[(0]6(0)|n)[?

n

= (2m)*6W (pn, — Ap)|(0]6(0)|na)
A (2.138)
=" @m)16D (Ap, — Ap)|(0]¢(0)U (A)[n)]?

= 326D (p, — P (06(0) )2 = o(p).

i.e., o(p) is a Lorentz-invariant function of p. Together with positivity of the energy spectrum
this implies

o(p) = 270(p°)p(p”) (2.139)
with p > 0. Notice that for single-particle states one has
(0lo(0)[p) = (016 (0)|Ap) = f(p?) = f(m*) =VZ, (2.140)

i.e., a p-independent constant, that can be chosen real positive by suitably choosing the phase of
one-particle states. It is then implicitly assumed that Z > 0 and that the positive determination
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of the square root is used. Using now the properties of ¢ we obtain

4 . .
D(r) = / (;ZTP;ZL [H(xo)e_’p'x + 0(—:50)6”’“] 2779(p0)p(p2)

= /0 ds P(S)/ (2;))4 [0(z)e " + 0(—2")e™ "] 20 (p°)5(p* — 5) (2.141)

—/oods (s)A (x's)—/oods (s)/ d’p e_ip'”c;
N 0 p F ’ N 0 p (271')4 p2_3+’i6

where Ap(z;s) is the free causal (Feynman) propagator for a particle of mass squared s. This is
the spectral, or Kéllén-Lehmann representation of the propagator. We now use our assumption
on the spectrum, i.e., that there are isolated single-particle states at p> = m?, and continuous
spectrum starting at the “two-particle threshold” p? = 4m?, and find

p(s) = Z6(s —m?) + 0(s — 4m?)o(s)

iz o0 : 9.142
/d4x ePeD(x + ds a(s)% . ( )
T2 —m2+ie A2 p? — s +ie

This shows that the full propagator (in momentum space) Ap(p) has a pole at the physical
value of the particle mass, with residue equal to Z > 0. Keeping the position of the pole at
the physical value was used as a requirement in the perturbative approach, and required the
introduction of a suitable mass counterterm, or in other words, a tuning of the mass parameter in
the Lagrangian so that the actual mass of the particle took the desired value. While intuitively
understandable, the reason why one should do that is formalised by this result. Moreover, the
meaning of the residue is now clear: v/Z is the matrix element of the field (at = 0) between
the vacuum and the one-particle states. In other words, ¢ can create v/Z-times a one-particle
state, with v/Z generally different from 1, since ¢ can also create multiparticle states.

In and out states As we have already discussed, at t — Foo the states of our system should
look like those of a set of non-interacting particles. In the approach based on the adiabatic
switching procedure, we saw how in and out states are obtained from free particle states via the
Mgller operators. However, here we want to avoid using the unphysical adiabatic switching, so
working with a time-translation invariant system all along. In this case the interaction picture
becomes problematic (recall Haag’s theorem), and basically one cannot use both Hy and H in
the same Hilbert space. We thus want to avoid entirely the introduction of a free Hamiltonian
Hj in our formalism.

At the same time, we want to make use the experimental fact that the states of a real,
interacting scattering system can be labelled by momenta and spin, precisely like the continuum
states of a free field theory. We then just postulate the existence of complete sets of in and
out states [p1,...,Pn)inout, corresponding to states that look like non-interacting multiparticle
states in the far past or in the far future. This means that these states must transform like
multiparticle states under translations and Lorentz transformations,

U(A)U((I) |p17 cee 7pn>in,out =€ Z(Z Pi) |Ap1 Apn>in,0ut s p? = m2 ’ (2143)

so that they can be labelled precisely like non-interacting multiparticle states by momenta and
spin (omitted here for simplicity); and provide bases to expand the initial and final (exact!)
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states of the system,

U4 :/del.../den FUD) - Fa @) PLs 2 PYin
(2.144)

W) = [y [ a0, ) Gl Bl

Such states include invariant, vacuum in and out states as well, which under the assumption
of uniqueness must then be the same state as |0), so up to phase factors that can be set to
1, [0)in = |0)out = |0). Moreover, [p)in and |p)ou are both eigenstates of P, with the same
eigenvalues, in particular with p? = m?, and since there are only one-particle states with this
property, |p)in and |p)out can differ at most by a phase factor that can be set to 1, and so
|p>in = |p>0ut = |p>

The existence of these states can be actually derived under Wightman’s axioms using the
so-called Haag-Ruelle theory of scattering. On the other hand, completeness of these states is a
separate (and difficult to prove) matter, and it is usually assumed that in and out states form
two (generally different) complete sets of states in the Hilbert space of the system (asymptotic
completeness condition).

Finally, scattering amplitudes are obtained as

W = w) = [ [ a0y, 56 S [0 [ 49, RG-Sl

X out (Pl -+ P P15+« 3 P)in -
(2.145)

As a shorthand notation, we denote the S-matrix elements as

Sﬁa = out <p/17 cee J);u ‘pl: cee 7pn>in = out </8‘04>in . (2146)

Since in/out states are assumed to be complete, Sg, is a unitary matrix. Defining the S operator

via
out(Bl = (Ssa) mlal = m(BlS, (2.147)
one has from completeness
5501 = out<5|a>out = in<B|SST|a>in - SST =1,
0ut</8‘STS‘a>out - in(ﬁ‘SSTS‘a>out = in<5’5’a>out (2.148)
= out<5’a>out = 650: - STS =1,

implying that S is a unitary operator. Moreover, S is Poincaré invariant, U(a, A) SU(a,A) = S,
since

Sa8)(ha) = out (ABIAQ)in = out (BIU(M)TU(A)|a)in = Spa

S a ‘ (2.149)
S(aﬁ)(aa) = out (Be 2t Ply e ZZ:jp]a‘04>im = 0ut<mU(a)TU(a)’a>in = Sga -
Stability of the vacuum and of the 1-particle states implies
S00 = out(0]0)in = (0|0) =1,
00 = out{0[0)in = (0]0) (2.150)

Sprp = out (P [P)in = (P'Ip) = (2m)°2p°6 (5" — ).
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Finally, S connects in and out creation and annihilation operators: since |B)oyt is a complete
set,

out <B|a0ut(p) = out<ﬁp| = in<ﬁp|s = in<6|ain(p)s = in<6|SSTain(p)S = out <5|STain(p)Sa (2151)

and so STain(p)S = aous (), and Stai,(p)TS = aeu (p)'.

It should be noted that this S operator differs from the one appearing in the approach based
on the interaction picture. In fact, in that case S acts on free-particle states, eigenstates of some
free Hamiltonian Hy. Here, instead, it connects the in and out states, that are eigenstates of
the full Hamiltonian H.

In and out fields From the multiparticle in and out states one defines as usual the in and
out creation operators, i.e.,

ain/out(p)”(» = ’p>in/0ut ’ ain/out(p)’0> =0, (2152)

and so on. These obey the usual commutation relations,

[ain/out(p)v ain/out(Q)T] = 2p0(27‘-)35(3) (ﬁ_ q_) [ain/out (p)v ain/out(Q)] =0. (2153)

Their transformation properties under translations and Lorentz transformations follow from
Eq. (2.143): for an arbitary set of moments p1,...,pp,

[P a(AP)] o P AL, App) = €T 2P Ap, Ay, Apnin fout
= U(MN)U(a)|p,p1, - - Pn)injous = U(MU (@) in jout (P) |P1, - - -, )

= U(MU()ainjout (p) U (@) UM U (M) U(a)lpy, .- -, pn)

= [U(A)U(@) i jous (p) U (a) U (A) 1€ 2575 Apy .. Apn),

(2.154)

and so
U(M)U(a)ainjons (p) U M) = e Pa(Ap)] o
U (MU (a)asn jout (P)U = P90 (Ap)injout ;
U(0) U (A) i ot () U (AU (a) = €27 P20 (A )]
U(a) U (A) @i joue (DU (AU (@) = €727 7a(A™ D)1 o -

In turn, from creation and annihilation operators one defines the in and out fields,

(2.155)

—~

¢1n/0ut /dQ 1n/0ut pe Ty ain/out(p)Teip.x} , (2.156)
whose transformation properties are inherited from those of @ and af,

U(a) U(A) ¢injout (2)U (AU (a)

:/dQP —in T aln/out(A_lp)e pr—i_eZA P aln/out(A_lp)Teip.x} (2157)

= [ 9 {7 o e 4 P ()P} = (A0 4 ).
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Moreover, they obey the standard commutation relations of free fields, as a consequence of
Eq. (2.153),

[qbin/out (l‘), ¢in/out (y)] = /de {e—ipv(x—y) - eip-(m—y)} = A($ - y) ) (2158)

so in particular

. 0
[¢in/out (z), ¢in/out (y)] ’yozxo = a—:y()[¢in/out (LZ'), ¢in/out (y)”yozxo

(2.159)
_ 0 ) —ip(z—y) 4 ,ip(z—y) —i5(Z — 7
—z/dep {e +e }yozxo—zé(:n 7).
Finally, they obey by construction the free Klein-Gordon equation,
(O + m?)injout () = 0. (2.160)

One could conversely assume the existence of fields ¢iy, /ou(2) that (1.) transform covariantly
under U(A)U(a), (2.) obey the free Klein-Gordon equation, and (3.) obey the free-field com-
mutation relations,'® and obtain their representation Eq. (2.156), and so the in and out states
of Eq. (2.143). In particular, a field obeying (1.) and (2.) necessarily creates only one-particle
states out of the vacuum. In fact, from covariance it follows

Ouin () = 0, TPy (0)e™ T = T [i P, 41, (0)]e ™% = [iP,, din(2)] (2.161)

and so using (2.)
—06in(x) = [Py, [P*, ¢in(2)]] = m*din(x) - (2.162)
But then for any P, eigenstate, P,|p) = p,|p), one finds

m?(0|¢in () |P) = (I[P, [P*, ¢in(2)])D) = —(O|[P¥, din()] P |D)

B B (2.163)
= (0l¢in (z) P*Pyu|p) = p~(0l¢in()[P) ,
i.e., (0|¢in(x)|p) # 0 only if |p) is a single-particle state, and so
Sm(10) = [ d ) 0)10). (2,164

with C' = (p|¢in(0)]0) a p-independent constant due to Lorentz invariance. The same applies to
Pout- Since by construction ¢y, /oy only creates one-particle in/out states out of the vacuum,
one also has

61n(0)[0) = / 4 [p)in 1 (0l b1n (0)]0) (2.165)

again with Cj, = in (p|¢in(0)|0) a p-independent constant. But both [p) and |p)i, are eigenstates
of P, with the same eigenvalues, so |p) « |p)in, and since they have the same normalisation the
proportionality factor is just a phase factor. The same applies to |p)out as well, so one concludes

again [p)in = [P)out = |P)-

1Under Wightman’s axioms, the Jost-Schroer theorem implies that obeying the free Klein-Gordon equation
automatically implies free-field commutation relations.
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The in and out fields are connected by the S operator discussed above. In fact, since
Stain(p)S = aout(p), one has immediately that

ST¢1n($)S = ¢out(33) . (2166)

It is worth mentioning again that while being created out of the vacuum by the free in and out
fields, the in and out states are eigenstates of the full Hamiltonian H, and not of some other free
Hamiltonian Hy. As pointed out above, the in and out fields evolve in time with the full Hamil-
tonian H. At the same time, being free fields with the decomposition Eq. (2.156), their temporal
evolution is equally well described in terms of free-field Hamiltonians Hj,, /oy This apparent con-
tradiction is resolved by noticing that in fact the full Hamiltonian is a functional of the interacting
field ¢, H = H|[¢, 0¢|, while the in and out Hamiltonians Hiy, /out = Hin/out [in/out> OPin/out] are
functionals of ¢in/0ut7 and one simply has H[¢7 8¢] = Hin/out [¢in/out7 8(Zsin/out]'

Asymptotic (LSZ) condition The existence of the free fields ¢, /ou(2), Eq. (2.156) is en-
tirely equivalent to that of the in and out states, Eq. (2.143). The crucial point is assuming now
that these fields are somehow related to the basic fields of our theory in the limit of large times,
so that also the in and out states get related to the basic field. Again, the existence and the
nature of this relation is proven in the Haag-Ruelle theory of scattering: we will be happy with
assuming it.

One could naively think that ¢(z) — @i jout () as 2% — Foo as an operator relation, or more
generally that ¢(z) — v/ Zéi, Jout () for some constant Z. This, however, leads to contradictions:
for example, for the two-point function one would find

W(z —y) = (0o’ + 7,2)d(y" + 7,4)(0)

o Olnla® + 7 Dol 4 7 D0) = Wheelw —y), 1)
but since the LHS is 7-independent one would have W (x) = Wiee. But the Jost-Schroer theorem
states that a field obeying W (x) = Wyee is necessarily a free field. This also shows that the
limit cannot be a strong limit either, for otherwise the vector ¢(z° + 7,Z)|0) would tend to
&(x° +7,7)|0) — ¢in(2° +7,2)|0), and the same argument as above leads to ¢ being a free field.

The correct asymptotic condition is the following. For any normalisable solutions f(x) of
Klein-Gordon equation, (O + m?)f = 0, define

=i /d%f *Dod(t, T), B out = /d%f ) DoGinout (t, T) - (2.168)

This procedure smears the fields in space, provides a Lorentz-invariant quantity, and results in
a t-independent object for the free in/out fields (see below). For any normalisable states |a), |5)
and Klein-Gordon solution f, we assume that ¢ obeys the asymptotic LSZ condition,

im (alo! (1)]8) = VZ(alo},18) .
lim (al¢f (£)|8) = VZ{a|¢],15) .

t——+o0

(2.169)

Here v/Z must be the same for in/out fields, and equals (0/¢(0)|p) = V/Z, which is a p-
independent constant due to Lorentz invariance. In fact, taking |8) = |0) and |a) = [d, §(p)|p),
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one has

(alé! (1)[0) /dﬂpg ) (plo! (8)]0) —z/dn (16(0)[0)3 /d3:cf J*Boere

(2.170)
= i\/?/dga; f(x)*(‘)o/deg(p)elp'm.
But
g(x) = / dSdy g(p)e™* (2.171)
is also a normalisable solution of the Klein-Gordon equation, and so
(al! (t)|0) = iﬁ/d% F(2)*Bog(z) (2.172)

is t-independent and so

(@l! )10) = VZ [ d% f(a)"Bog(a) = v/ Zimus (@l 10
=V 1n ,out /deg p’(bm 0ut‘0> = Z‘\/ Zin,out/de §(p) /dgx f(x)*goeip-w
— Z.\/ Zin,out / d X f(m)*ﬁgg(x) )

having used (p|gin,out(0)|0) = 1.

We now show the Lorentz invariance of (f,g) = [ Bz f(x 809(33), for any f,g. Rotation
invariance is obvious. Consider a boost in direction 1,

(2.173)

20 = (2" — Bat), 2t = (2t - pa?), 2?3 = 223 (2.174)
It is easy to see that
1 0 oz 9 0
3, 13 _ —
d’r = ;d x, 50— 920 50 — VB0 (2.175)

Changing now integration variables, Z — &', and denoting fa(z) = f(Az), we find

() = [ % f(8e) Bugao) = [ f() 5 50(00) = [ 1) 500

= [ % playBgla) = (£.0).
(2.176)
If we now take f,g to be solutions of the Klein-Gordon equation, with (at least) f vanishing
sufficiently fast at infinity, one has that (f, g) is time-independent. In fact,

o [ s f@dgla) = [ P 15()GF9()] - 0 @o(@)
— [ @ @92~ ?)gl) - (97~ m) @)lg(a)
— [ @29 {s@)(Fg(a) - [Fr@lo@)}
= lim [ &S {f@)Vg(@)] - [Vf@)glx) } =0,

R—o0 OBpr
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where Bp is the ball of radius R. This result applies in particular if g is a free field and f is
normalisable.

Reduction formula The asymptotic condition allows one to express S-matrix elements en-
tirely in terms of vacuum expectation values of fields. Consider the matrix element oy (5|ap)in,
where « and S denote the remaining particles. One has

out </8‘04p>in = out </8‘ain (P)T ’a>in
= out </8‘aout (p)”a>in + out </8‘ain(p)T — Qout (p)”a>in (2178)
= 0ut<ﬁ - p|a>in - Z/d3$ e—ip~:(: B0 out<ﬁ|¢in($) - ¢0ut($)|a>in

where in the last passage we used the usual relation between free fields and creation operators,

ain/out(p) = Z‘/d?’x e do Cbin/out(x)a ain/out(p)Jr = _i/d?’x e P do ¢in/out(x)7 (2.179)

and |8 — p)out denotes the state with particle content 5 from which a particle of momentum p is
removed (if at all present). In general one is interested in the case 8 # «, so this disconnected
term is not our main focus. We now use the ¢-independence of Eq. (2.179) together with the
LSZ condition to write

out<ﬂ’ap>in — out </8 - p’a>in
=—¢ lim d3l‘€ prao out<5|¢1n( )|Oé>in+i lim d3xe prao out<5|¢out( )|a>in

ro——00 xro—+00

= —% xo]_i)n_loo dPyre P 00 out (ﬂ\(ﬁ(az)]c@m \/_ xogn—i}oo / APy e P 90 out (ﬁ\¢(w)]a>m

= é /d4x Ao {e_ip'x 30 out<5’¢(x)‘a>iﬂ} .

(2.180)
Next, we exploit the fact that e % is a solution of the Klein-Gordon equation to show that!”

out {Blap)in — out (B — pla)in
_ é / Lm0 02 o (Bl6(2) | in — out (Bl6(x)]0)mBBe— )

) ﬁ / d' {7 35 ou(Ble(e) a)in — ow{Blo(@)|akn (V2 —m?)e™ ™o}y (o))
_ é /d4x e~ (9 — V2 +m?) out (Blo(2)])in

— L 4;1' e_ip'x m2 T)|);

- \/?/d (B +m*) out(Blo(2)]|a)in

This is the essence of the reduction formula: particles get replaced by fields, with a suitable
integro/differential operator acting on them. Writing |8)out = |70 )out, We now apply the same

"Here one should use a normalisable solution of the equation in order to drop boundary terms when using
partial integration in space. Notice that boundary terms could not be dropped if one used partial integration in
time since even a normalisable solution does not vanish at large times.
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procedure to an out particle, and find

out</8‘¢(x)’a>in = out<’7p,‘¢(x)’a>in = out< ’aout( )(b( )‘a>1n
= out <’Y’aout (p/)¢($) - ¢(x)ain(p,)‘a>m + out <’Y‘¢($)CL1 ( )’a>1n (2182)
= out {V|aout (1) P(2) — ¢(2)ain(p")|)in + out (V[d(x)|a — p')in

The last term is again an uninteresting disconnected term. For the interesting part we have
out (Blo(x)|a)in — out (Y[ (2) ]| = p')in
=i [ @y B ol )0(2) ~ 6@l

= hm i/d?)yeipy Bg out<’7’¢out(y)¢(x)’a>in - hm Z/dgy eip-y 330/ out<’7’¢(x)¢in(y)’a>in

y0——+oco y0——oc0
o i 3, ipy 9y o i 3, ipy 9y ,
= olililm\/_/d y e O ou (VGW)o(@)|a)in = lim \/Z/d y e 9 out (/0 (2)(y)|)in

_ / d'y O {7V O ow (1 T{B(0)B() ki }

(2.183)
As before, we use integration by parts to get

out<5|¢( )|a>- _out<'7|¢( )|a_p/>in
f / dhy O™V BY ot (1 T{O(1)d(2)}0)in )

_ ﬁ /d4y {ePY(08)? out(VT{O) (@) H)in — out (VT{O() (@) Hea)im (Vi — m?)e? v}

=== [ @ty O, + P TS o).
(2.184)
The only difference between an incoming and an outgoing particle is the sign of the exponent in
the phase factor. If we now assume for simplicity that ap N ~yp’ = 0, we have putting toghether
the two results above

. 2
out (79 0P)in = <ﬁ> [tz [atyer @, 4 m2)(0, + ) I T0W0E a.
(2.185)

One can now repeat the procedure for all the particles. Assuming {p},...,p,, }{p1,....pn} =0,
so that one does not have to worry about disconnected pieces, one finds the LSZ reduction
formula

0ut<p/17 e 7P;L’|p1,---,pn>in

B n A —ipjx; 4 ezp]/ Y Dyj/ +m?
_jI;Il/d zje < -y > H /d (I (7_2\/2 > (2.186)
X (0[T{o(y1) - .- o(yn)¢(x1) - .. () }0) -

A few comments are in order.

42



e The S-matrix is obtained from the Green’s functions of the interacting fields,
Gn(z) = (0IT{¢(21) ... d(xn)}|0) . (2.187)
e Green’s functions are manifestly symmetric, manifestly implying crossing symmetry.

e The S-matrix is invariant under a field rescaling ¢ — /z¢, since also the value of the matrix
element between the vacuum and the one-particle states also gets rescaled, vZ — vz Z.

In the reduction formula, any local operator O(x) with vZo = (0|O(0)|p) # 0 can be
used, provided this normalisation constant is used instead of v/Z.

In momentum space, denoting

G (y,2) = O T{d(y1) - - - ¢y )P(21) - .. H(20) }10) ,

- . PR i (2.188)
@2m)* W (' = p)Grgw (=, p) = [ | / d'zje i ] / dhy; e G (y, 1)
j=1 j=1

we find

out<p/17 e ap/n/|p17 -+ +sPn)in

n 2 2 n’ 12 2

p;—m pir —m~\ < (2.189)

= (2m)*s® p —p lim <4 < | G (=P, D).
( ) ( )p27p/2_>m2j1;[1 iz ]1;[1 i /Z n4+n ( )

This shows that the S-matrix elements are the residues of the multi-poles of momentum-space

Green’s functions at p?, p;-,z — m?, i.e., as the external momenta go on-shell for physical values

of the masses. The factors in front of the n-point function are the inverses of v/Z times free
propagators Dype.. As we showed above, in the on-shell limit the full propagator is Z times the
free propagator. The reduction procedure then boils down to stripping a full unrenormalised
propagator D, and multiplying by v/Z for each external line; or stripping a full renormalised
propagator D, = D,,/Z and further dividing by V/Z for each external line.

Perturbation theory The discussion above provides more solid ground for scattering theory
(in particular clarifying the origin of the v/Z factors), but does not really help frm the point
of view of calculations. To this end, one has to set up again some approximation scheme to
compute G, and perturbation theory is the first thing that comes to mind.

In the discussion above we did not say much about how the fields ¢ are constructed. We now
assume that they are canonically quantised fields. By construction, also ¢inout and i out =
(Z‘sin,out obey canonical commutation relations. We then look for a unitary transformation U(t)
connecting the interacting field and momentum, ¢ and m, and the free field and momentum, ¢,
and 7,

o) =U®) ou)U®), 7(t) =UE®) mnt)U(t). (2.190)
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Being free canonical fields, ¢i, and mj, obey'®

(Z;in(x) = Z‘[];Iin((ﬁina 7Tin)a (bln(x)] ) (2191)
7:"in(x) = Z‘[];Iin((ﬁina 7Tin)a 7Tin(m)] s
with
Hin(¢in, Tin) = % /d3x {w?n + V2 + m2¢?n} . (2.192)
For the interacting (or Heisenberg) field instead
By = ilH (6, 7), ()] 109
(x) = i[H(¢,m), m(x)].
Finally, let
H(¢7 7T) = Hin(¢7 7T) + [H(¢7 7T) - Hin(¢7 7T)] = Hin(qb) 7T) + HI(¢7 7T) . (2194)

Taking now the time derivative of ¢, (t) we find

Pin(t) = Z[U (U (1))

U)oU) = U®)omU®)TUMU )T + Ut)()U(t)

UOU®T, ¢ ()] + U OH (S0, 7(1)), (U ¢)' (2.195)
TOU )Y, ¢in ()] + i[H ($in (t), Tin(t)), Gin (2)]

[Hln ¢1n,7r1n),¢in( )] [ ()U(t) +oHy ¢1n(t) 7Tm( ))a¢in(t)]

(
= din(t) + [UOU D) + iH(din(t), min (1)), $in ()] -

An identical calculation shows also that

Fin(t) = Fin(t) + [UOU @) + iHp (i (t), Tin (), Tin (8)] - (2.196)

(
)+

As a consequence

o . o

Somt D) [UOU @)+ iHp(din(t), min ()] = (i) [TOU @)+ iH (¢m(t), min(t))] = 0,

(2.197)

meaning that

UU ) = Hr(¢in(t), min(t) + E0(t) = Hy(din(t), min(t) = Vi(t) + Eo(8) = V), (2.198)

where &y(t) is a c-number function of time.
To find out what U(t) looks like, define U(t,t') = U(t)U(#)!, which obeys the obvious
boundary condition U(¢,t) = 1, and the differential equation

Ut t') = —iV(U(t,T). (2.199)

18Notice that the temporal evolution of ¢iy is governed by H (¢, ),
Q;in(x) = Z[H(¢7 7T), ¢in( )]
]

T
#in(x) = Z[H(¢7 7T)7 Tin (ZC)
which means that H(¢7 ﬂ—) = Hin((,biny 7Tin) — but not H(¢in77rin) = Hin(¢in77rin)!

)
)
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We already know the solution of this equation

t t .

Ut,t") = Ut)U(t")T = Texp {—z/ dTVI,(T)} = Texp {—1/ dTVI(T)} e~Hudré(T) (2.200)
t t

We will not really need U(t) itself. Plugging this into Green’s function (taking ¢ > max; t; > —t)

(0[T{¢(z1)9(22) ... d(xn)}0)
= (O T{U (t2)  in (1)U (41)U (£2)  pin (w2) U (22) - . . U (tn)  bin (20)U (£) }10)
= <0’U(t)TT{u(tvtl)éin(xl)u(tlvb)(bm( 2) .- U( n—1,t ) Gin(zn)U(tr, —1)) }U (—1)|0)

(2.201)
= <0|U(t)TT{¢in(:E1) o gbin(xn)exp{ /_t dTVI( )}}U(—t)|0>
— tim O () T {din(a1) ... dn)Jex {—z' /| dTv;<T>}}U<—t>\o>

We now show that

Jin (00 0) Tlen(e) . omanexw { =i [ arvin) hoi-oi0

; (2.202)
=l O (o). mamesp { =i [ arvin) O 01010010
To do this, consider for a generic particle content «
in(pa|U (—)|0) = —i / @32 €Dy in (0] din(2)U(—1)]0)
=i [ @20y wlalU )0V ) U-0))
(2.203)

/d xin{a|U(x 2p'acgogb(:zz)]U(mo)TU(—t)|0>
i / @ 7% (0 [U (2°)U (2°)F, U (2°)6(2)U (°)1 U (~)|0)

0

Setting now z” = —t, since V7 depend only on ¢;, but not on 7, we have

wlpalU(=0)10) = =i [ d*2ilalU (-0l Boo(@)]0)
—i [ e fall-Vi (-0, @I -0)0)
L / B2 i (@]U(—1)[eP* Do (2)]]0)

S / B2 (a|U (=)™ 90v Zbin(@)]|0) = VZ i (@lU(—t)a(p)im]0) = 0.

t—o00
(2.204)
An entirely analogous result holds for o (pa|U(t)]0) in the limit ¢t — oco. It follows then that

lim U(£)[0) = A£[0), (2.205)
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for some constants Ay = limy_,(0|U(£¢)|0). But then
Jim (01U (£)710)(0]U(~#)[0) = Jim (0T (=£)]0) (0| (¢)[0)
= lim (0[U(-)U(1)"0) = lim (O|U (1)U (~#)"|0)"

(2.206)
t
= tli)r})l(}(O\Texp {—i /_t dTVI’(T)} |0)*
With this result we complete the derivation of the Gell-Mann—Low formula,
OIT{in(1) ... din(wn)exp { =i J*, drV{(r) } }0)
(OT{¢(a1)(x2) .. $(s)}[0) = lim —
> (OfTexp { ~i [*, arV}(7) } |0)
OIT{in(21) . din (wn)exp { ~i [ arV{(r) } 10}

_ (2.207)

(O[Texp { —i [+ arvi(7) } |0)
O (¢ (1) ... bl )exp { ~i [ drVi(r) }}0)
(O Texp { ~i [ drVi(r) } |0)

where in the last passage we dropped the contribution of & since it cancels out anyway. This is
the starting point of the perturbative expansion:

<0\T{¢(9€1) ( 2) ... ¢(xn)}0)
e <0|T{¢m(:v1) bim(@n) [T dnVi(n) .. [T drnVi(Ta)}]0) (2.208)
S ar S OIT{ [ dr Vi () f*“dTMVI<TM)}|0>

to which one applies the usual machinery of Feynman diagrams. The numerator equas all
diagrams (connected and disconnected) with NV external sources, corresponding to a vertex J¢.
The denominator equals the sum vacuum-to-vacuum diagrams, and so cancels out disconnected
vacuum bubbles in the numerator. Putting together the LSZ reduction formula and the Gell-
Mann-Low formula we find (for {p,...,p),} N {p1,....,pn} =0)

0ut<p/17 e 7p;1’|p1,---,pn>in

n 2 _ 2 n' 2 2
- =0 T (27 ) 11 ri
prp2om? o\ vz e VZ

{Z diagrams with n’ +n legs (—p/,p)}
{3 vacuum-to-vacuum diagrams}

n+n

= 2m)*W (' —p)Z

= 2m)*6W @ - p)Z

{Z connected amputated diagrams with n’ +n legs (—p,p)}

n+n

Z connected fully amputated diagrams with n’ +n legs (—p/,p)}.

(2.209)
Since for scalar particles the wave function read u(p) = (p) = 1, the (p> — m?)/i x 1 factors
correspond to removing the last free propagator from each external line and replacing it with the
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particles’ wave functions. Including the factor 1/ V/Z one precisely recovers the rules discussed
before when using adiabatic switching.

As we already know, this expansion needs renormalisation. After renormalising to the (phys-
ical) mass mp = Z,,m, in order for the pole of the two-point function to be at the right place,
one still has a (possibly divergent) residue Z in the propagator, and further divergences associ-
ated with the vertices. With £ = n + n’ lines one has for vertices and internal lines the relation
E =%, kVi — 21, and so the Z factors coming from the reduction formula read

e s B EE e (2.210)
Introducing the renormalised couplings Agr = Zp A, one has an overall factor
S kV, \%;
z 1+ [ 20 = 27 ] (Zkzé) " (2.211)
k k

k
where Z~! takes care of renormalising (fully dressed) internal lines, and the combinations Z;Z2
take care of renormalising the vertex functions.

References

e Wightman’s axioms and its consequences are nicely described in

F. Strocchi, “An introduction to the non-perturbative foundations of quantum field the-

ory”.

e The treatment of in and out fields, and the derivation of the LSZ reduction formula and
of the Gell-Mann—Low formula is adapted from

J.D. Bjorken, S.D. Drell, “Relativistic quantum fields”

3 Path-integral techniques

Green’s functions can be represented in terms of path integrals as follows,

/ D] 9 p(21) ... p(an)

/[D¢] T : (3.212)

G (1, ... x0) = (0|T{d(x1) ... p(x,)}|0) =

where formally!?

/ [Dg] = / ¢(+oo’f)Hd¢(:n). (3.213)

=¢(—00,7) *

9This should be understood as the limit of integrals over a discrete lattice, i.e.,

fooa-gm e [ T { I wldag) e (reg) o (nag)).

i1,2,3=—Ns,..., it=—N¢,..., Ny
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The G,, can be obtained by functional differentiation from the generating functional Z[J],

Z[J) = / [Dg] eSlel+ile gL = / diz J(z)p(x). (3.214)
In fact, defining functional derivatives via the relation
/d4 = i T e = FUL (3.215)
e—0 €

where ¢ = ¢(z) is arbitrary, we have

1 0 0
(@1, 1) = — i) 7 . 21
oo =7 (e )+ (e ) 29 (3219
Notice that in operator language
Z ~ .
Fi = Ot o) = itess {i [ ates(@ito) o
(3.217)
— (0[Texp {z / dt i1t [ / B J(t, D)0, f)} e—“ﬂ} 0).
For a time-dependent Hamiltonian
Hy(t) = H / P J(t,7)$(0,7) (3.218)
the temporal evolution operator U(t,t’), obeying
S Uyt t) = UL, Ul ) =1, (3.219)
reads
¢ ¢ A
Uj(t, ') = Texp {—i dt HJ(t)} = Texp {—2/ dt [H - /d?’aj J(t,f)qS(O,f)}}
v ¢ (3.220)

. t . A .
= e ! Texp {z dt ettt {/ Bz J(t,f)¢(0,f):| e_ZHt} .
t/

In fact, the first expression clearly obeys the differential equation and boundary condition in
Eq. (3.219), while for the last expression

g —iH¢ Texp{ /t’ dt/d3xJ )eHtp(0, )e_ZHt}
= _je—iHt (H / d*z J(t, e $(0, )e"Ht>
xTexp{ / dt/dng ZHt(ﬁ( )e_ZHt}
t/
— (1~ [#ra0.290.9)
ZHtTeXp{ / dt/d3:nJ )ZH%(U,Q?)E_W}
t/

= —iH (t)e ZHtTeXp{ / dt/d?’ajJ )et g (0, )e_ZHt} )
t/
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so the two expressions muts be equal due to uniqueness of the solution of the initial-value
problem. Then, since H|0) = 0, we have

(0] (400, —o0)[0) = (0| Texp {z / dt ¢! [ / P J(t,f)g@(o,f)] e—“ﬂ} 0) = % (3.222)

i.e., Z[J]/Z]0] is the amplitude for the transition from the vacuum state (i.e., |0)) at t = —o0
to the vacuum state at ¢ = oo in the presence of an external source J. This will be used later
when giving a physical interpretation to the generating functional.

Perturbative expansionx The path integral representation is particularly suited for a per-
turbative expansion, and makes the bookkeeping transparent. Separating the Lagrangian into
a free, quadratic part %5 and an interaction part, .Z = % + %7, and the action accordingly,
S =Sy + S, one has

Z[J] /[D¢] i(So[¢l+Srlo)+iJ-¢ /[D¢] ZSO[¢]+2J¢Z SI

n= 0
=3 s [ / Dy isulei+is — % [137] / [Dg] giSolelise  (3.223)
n=0

_ ¢isi[-i5] Zo[J].

The free generating functional Zy can be computed explicitly. Since the quadratic part of the
action reads in general

1
=3 /d4;z;/d4y o(z) K (z, /d4xc ¢T K-¢+c-o, (3.224)
for some kernel K and function ¢, one has

SotJ p=350" - K-¢+(J+c) ¢

1 1 (3.225)
=S+ KT+ K [p+ KT+ 0] = 5(J+ 0" K- (J +0),
and so performing the Gaussian integral leads to
—i (T T K1 (J+e
ZolJ] _ e 2(JHe) K™ (T 4) o BT - T K e (3.226)

Z(][O] e—%cT-Kfl-c

The quantity Zy[0] is just a constant and plays no role. The expectation value of the field reads

1§ ZylJ] _1
=—K ‘c. 3.227
(o i 0J(x) Zo[0] | ;g ( )
Then
ZolJ] —isispo _ / (D] eiSold+id (6—(0)0) — (=57 K1 (3.228)
Zo[0]

is the generating functional of the correlation functions of ¢ = ¢ — (¢)g. The free two-point
function of this field reads

(B(@)d(¥))o = (3(x)d(y))o — (d(x))o(d(y))o = (—i) 2(—i)K ' =iK . (3.229)
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In the standard case K = —(0 + m?) + ie, so in momentum space

iK1 = (3.230)

p2 —m?2 +ie

. 5
The perturbative expansion of the generating functional is obtained by expanding e [_Z“ ] in
Eq. (3.223) in powers of the coupling and acting with the result on Zy[J] from Eq. (3.228). For
example, for a ¢* interaction

Gr[-igy] _ / d*z / aip, L0 (3.231)
n' 4' i 5J (z1)% "6 ()t '

Each derivative removes a source factor J, leaving a sum of products of factors K ~!(z;, xj) and
K=Y (z;, yx)J (yx), integrated over z; and y;. This can be represented graphically by associating
each x; with an interaction vertex with four lines coming out of it, each y, with a source term
where a single line ends, and each K~! with a line. For a fixed number E of sources J, and at
order V in the perturbative expansion, the total number of K~! factors (i.e., of lines) appearing
is F + I, with E equal to the number of K~! factors paired ot a source (i.e., external lines),
and I equal to the number of K ~!s not paired to a source (i.e., internal lines). The number of
derivatives appearing in the procedure is equal to E + 21, since two are required to produce an
internal line, and one is required to produce an external line; but it is also equal to 4V, hence
E+ 21 =4V.
Going over to momentum space [see Eq. (3.230)],

d'p ; 1 d*p , .
o1 — —ip-(z—y) — —ip-(z—y)
K (@) / (2m) © P —m2 + ie / (2m)© Dotp).

4
ﬂ@z/%%fwﬂ%

one associates a momentum p with each internal or external line, and integration over the position
of the vertices leads to momentum-conserving delta functions. Since one of these simply expresses
conservation of total momentum, i.e., Y, g& = 0 with the sum extending over the sources, one
is left with a number of momentum integrals equal to I — V + 1 = L. This is by definition the
number of loops of the diagram.

The formulation of renormalised perturbation theory is straightforward in the path integral
formalism. In fact, focussing for simplicity on the ¢* scalar theory,

(3.232)

1
2(0) = 5(0u0m) - by + Lok, Sll= [de2@).  (32)
one first changes variables to ¢ = VZ¢, so that

Z[J) = /[D¢B] oiSl¢Bl+iJ-¢p _ /[D¢] eiS[\/?(ﬁ]—i-i\/?qu, (3.234)
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up to an irrelevant proportionality factor, and then sets m2B = Z,m? and \g = Z)\ and splits?’

I N

2
L(VT6) = 2(0u0 — 2 26 + 20741 = L(0) + L1(6) + Len ()

2 41
2(0) = 3(Bu0)? — 5m’,
A (3.235)
Z1(¢) = @(ﬁ‘l,
2 _
Lo () = (2~ D% [(040)? — m%6?) — (Zy ~ 2Zm? 52 + AL

The free Lagrangean .%,(¢) has the same form as the free part of the initial Lagrangean, but it
contains the renormalised field ¢ and renormalised mass m, and is used to define the free prop-
agator to be employed in the perturbative expansion. The interaction part of the Lagrangean
is split into an interaction part proper, £7(¢), identical in form to the original interaction
Lagrangean but depending on ¢ and on the renormalised coupling A\, and a counterterm La-
grangean, % (¢), which contains all the renormalisation constants. In practice, the coefficients
C,=27-1,Cy= (Zp —1)Zm?, and C3 = (Z,Z? — 1)\ are determined at each perturbative
order by imposing suitable renormalisation conditions [see Egs. (1.60) and (1.61) and the sub-
sequent discussion], and incidentally cancel out the divergences appearing in loop diagrams.
The treatment of %, ¢ (¢) as an interaction Lagrangean is justified since this procedure leads to

Ci23=0(\).

Generating functional of connected Green’s functions From the generating functional
of the Green’s functions, Z[.J], one obtains the generating functional of the connected Green’s
functions, W[J], via

Z[J] = VI, (3.236)

This is understood immediately in terms of Feynman diagrams, for which the concept of con-
nectedness is directly related to connectedness as a graph. In general, Z[J] is the sum of all
Fenyman diagrams with any number of external legs ending at the position x; of sources J(x;),
and each diagram can be written as the product of its connected parts. A graph is connected if
for any pair of vertices (including those coupling the field to the external source) one can find a
path (i.e., a sequence of internal lines in the graph — including those going from a vertex to a
source) that goes from one to the other. Then

ZN=Y Zy;= >, ] Ze

g€graphs gegraphs g(c)gg
N N (3.237)
— Z i Z Z (c) = ezg(c) E€conn. graphs Zg(c) .
N! g
N=0 g(¢) econn. graphs

Then (W [J] is the sum of all connected graphs with any number of external lines attached to
sources J(x).

20Tn principle one should set m% = dm? + Z,,,m?, allowing for additive renormalisation of the mass. In general,
divergences corresponding to the insertion of an interaction term (DIV)$? read in terms of the UV cutoff A as
(DIV) = aA? 4 bm?log A, for dimensionless coefficients a,b. However, if one employs dimensional regularisation
there are no power divergences, only logarithmic ones, and so only multiplicative renormalisation is required.
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One can define connectedness independently of Feynman diagrams in a recursive manner.
The idea is to isolate the contributions to a correlation function (¢(x1)...¢(x,)) that vanish

when one or more of the points x;, say, {x1,...,z;} are far from the others. From the cluster
property one has
(@(z1) ... 0(x)p(xj41) - - O(Tn)) = (D(x1) - .- O(7))){P(Tj11) - - - D(n)) (3.238)

so that (¢(z1)...0(zj)d(xj41) ... O(zn)) — (D(z1) ... d(x5))(d(zj41) ... ¢(xy)) vanishes in the
limit. The plan is to do this systematically. One then starts by defining (¢(z)). = (¢(x)), since

being there only one point it can only be close to itself. Then, for the two point function,

(P(21)@(x2)) = (@(x1)¢(22))e + (P(21))e(D(22))e = (P(21)P(22))e + (¢(21))(P(22)), (3.239)

where the first equality defines the two-point connected component. One then proceeds to the
three-point function, defining its connected component by the relation

(P(x1)p(22)B(23)) = (P(21)P(72)P(72))c
+ (d(21)9(22))c(B(23))e + (D(22)d(23))c(P(@1))c + (D(23)P(71))c(B(T2))e

+ {¢(@1))e(D(72))c(D(23))c
(3.240)
where the two-point and one-point connected functions have already been defined at the previous
stages. In general,

(@) o))=Y ] <H ¢(33j)> ;

P=(P} {P} \ieP: (3.241)
P;#0, P,NP;=0
U, Pi={1,...,n}
where the sum is over partitions of all the partitions of {1,...,n} into nonempty disjoint sets

P; (parts), the first product is over the parts P; of the partition, and the second product is over
the elements j € P;. All but one of the terms on the right-hand side have been defined already
when dealing with the correlation functions of order n — 1 and lower, so Eq. (3.241) provides
the definition of (¢(x1)...¢(xy,)).. Clearly, this can be expressed entirely in terms of ordinary
correlation functions (¢(x1) ... ¢(x,)). For example, for the two-point and three-point functions
one has

(3.242)
By construction, each connected part vanishes when any two of the spacetime points to which
the fields are attached are far apart. This can be verified explicitly in Eq. (3.242) by using the
cluster property. The same construction applies to the correlation functions in the presence of
a source, defined as

[Daieseristgmy @)
CRCE

(O(z1) ... d(an))s = /[qu] (iS[el+iJ ¢ 2]
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that can be decomposed into connected components starting from (¢(z))j. = (¢(x)); and using
the recursive procedure.

To recover the generating functional Z[.J] one has to add up all the n-point functions. Using
a source Jy as the expansion point, one has

das Z L[ i) — ). [ i)~ Jom) @) o),
:,;ﬁ [dtainga)... [, inaw) @) o),

:;% 3 H<H/d4xﬂAJm] (a:])>J :

P={P;} {P;} \jer;
P20, P,NP;=0
UiPi:{l,...,TL}

ocC

(3.244)
where the n = 0 term corresponds to (1) ; = 1, and in the last passage we used the decomposition
in connected components. Since coordinates are integrated over, the only feature of the partitions
that enters Eq. (3.244) is the number ny of subsets of {1,...,n} of size k = 1,...,n appearing
in it, with partitions differing only by a permutation of the x; giving the same contribution. For

. ! . . . .
a g(;ilven set of {ny}, > p_1 kny = n one finds W identical contributions to Z[.J]/Z[0],
and so

2] _ S 1 _onl A (gl k\ "k
Z10] _;::on! nk:EO:n [T, ne! (ke I;I<</d AJ(@)el )> >J0c' (3.245)
Sh_q kng=n

The sum over k£ can be extended from & = 0, since kK = 0 and will not contribute anyway to
> w_q kng. Moreover, since we are summing over n, we can drop the constraint and allow & to
go from 0 to co. We find

Z[J] 1 > AT ()6 k\
0 nz:(] {%k:} 5Zk ok”kv (kl)nk kl_IO < (/d AJ( )gb( )) >JOC
ng>0
k g
= dziAT (x)¢(x) > }
kHog:o ! {k' <</ > Joe (3.246)

_ k];[Oexp {% < </ d4m'AJ(x)¢(x)> k>J}

:exp{Z%/d‘lxl zAJ(xl)/d4xszJ(azk)<¢(az1)(b(xk)}Joc} s
k=0 """
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and so from the definition Eq. (3.236)

iWJ] = wio])

o0

1 . .
— kzz: 7 /d4x1 iAT(x1) ... /d4xk iAT (zg){(P(z1) .. d(Tk)) do e (3.247)

o

X

?’Y‘|;~

/d4331l J(x1) — Jo(1)) /d4ﬂfkl J(zr) — Jo(zk)){P(21) - - d(Tk)) dp 0 -

The quantity W/[0] is the sum of connected vacuum bubbles, and plays no role in correlation
functions.
For the skeptics, here is an explicit calculation. Using the definition Eq. (3.243),

16 16 1 14z20J] B
;sz[J] = ;mbg Z[J] = Z[71 57(x) = (¢(x))s = (9(@))Jc,
1 56 1 5§ | 15 18 1.9 1 162]J]
TSty T ™) = 53§ 530 AV = sy (Zm ) (3.248)
11 #zlJ 1 <1 8Z[J] > (1 YAR) >

Z[J)i26J(21)0 (x2)  Z[J]?
= (d(1)9(z2)) s — (d(z1))s((22))s = (D(21)P(2)) s c
and in general

1 SPW[J]

T 0@ 6wy (P@) e H@n)hses (3.249)

Effective action There is one more generating functional of great importance. Let us denote

SWJ]
6J(z)

ps(z) =(p(z))s = (3.250)
The classical field ¢ ;(z) corresponds to the expectation value of the quantum field ¢(z) in the
presence of a source J(z). One can invert the relation, and for a prescribed ¢(z) find the source
Jo(x) that produces it, i.e., (¢(z))s, = ¢(x). We then define the effective action by means of a

Legendre transform as
Llp] = W] = Jy, . (3.251)

It is straightforward to show that

6L [y] _/d4 6, (y) SWIJ]

— /d“yww(y) — Jp(x)
J=J,

1) N 1) 6J 1)
o) ;((x)) oo ) P@) )
- d49’;y _/d4Ly —J(x) = —J.(x
/ Y o) 1) Y5 o(a) o(y) = Jp(x) ()
or in compact notation
O[] 0J, 5W[J] (5J 0J, 0J,
— == p—do= -~ —Jo=—J,. (3.253
0P |pmyp, 09 oJ =y, o Y by dp v ( )
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The inverse transformation reads

W[J =Tlpsl+J v, (3.254)
since clearly
SWIJ] _ oT[ps] deps dpg o dpg
= . J - =—J - —=+J- 3.255
57 T A T 57 Ty TR = (3.255)

and so ¢, = ¢.
The field ;7 = (¢) s, which is a c-number field but of quantum origin, obeys the quantum-
corrected equation of motion
STle]
op

In particular, in the absence of an external source, the possible vacuum expectation values
©o = (¢) =0 of the quantum field ¢ must obey

+J=0. (3.256)
=7

o'l

—0. 2
5 0 (3.257)

Y=o

This should be compared with the classical case, in which the equations of motion in the presence
of an external source read

dS[epc]
0

+J=0, (3.258)
Pc=PcJ

and in particular ‘g[%} = 0 are the equations of motion without a source.

Besides prov1d1ng the equations of motion for 7, the effective action has a second interpre-
tation as the generating functional of one-particle-irreducible (1PI) Feynman diagrams. These
are diagrams that cannot be made disconnected by cutting a single internal line. Clearly, the
most general connected diagram can be built out of 1PI diagrams with at least three external
legs, connected by fully dressed propagators, which in turn are obtained from 1PI diagrams by
simply resumming a geometric series. Denoting

W(Q) (xl, x2) W(S[J!](]xg) = <¢(w1)q§(m2)>c = iD(a;l — xg) , (3 259)
WO (a1, 22) = O ) 6(@))oe = iDolar — 2)
0o 00 (21)6. (22) | ;_q ’

with Wy the generating functional of the free theory, one has
m7@>::mn?)+swﬁ”.(1PD2-VWP’+-wé”-(1P1h-1m§”-(1pl).mﬁ2)+
@) 1 B 1 (3.260)
0 - )
— (IPT)y - WP W11 = (1PI),

where (1PI)2 denotes the sum of 1PI diagrams with two external legs. On the other hand, from
the definitions of W and T,

PW desle)  PTlY 6du()
ST 00w de@ie) ~ oely) (3.261)
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and so

L eI R Y|
0J(x)0J(2) | ;= 0p(2)dp(y) 0J(2) | =, 00(y) (3.262)
5 .
_ Opg(x)  dp(x) 5D (z — y)
op(y) op(y)
This means that, denoting
T[]
Iz, 29) = ———= | | 3.263
($1 $2) 5(70(1:1)5(’0(:172) o0 ( )
one has
r@®— [w@t=_ ([W0(2>]—1 - (1PI)2> = (W + (1P, (3.264)
Going over to momentum space,
~ 1 _ —_—
I® = _—— 4 (1P)g = p?> — m® +ic + (1PI),. (3.265)

1Dy

To show that I' generates the 1PI diagrams, we follow Coleman’s approach and define a new
theory by means of

¢Wrllgl = / [Dg] es T+ 9 (3.266)

This means that we build our interactions using as propagators and vertices those appearing in

o] + / d%ﬂ”(m)(ﬁ(@—l—% / iz, / Py T (21, 29) (21 )b (2) (3.267)

Ignoring I'[0], which is just a constant that gets cancelled out in correlation functions, and sub-
tracting the vacuum expectation value —[['?]=1.T'(M) [see Eq. (3.227)] from the field, correlation
functions are built perturbatively using the propagator g[F(2)]_1, which plays here the same role
as K1 did before, and the vertices g~ T and g~'J, with the latter a single-line vertex that
corresponds to external lines in a diagrammatic representation. For a fixed number V' of vertices
with n > 3, I internal lines, and E external lines, the corresponding power of g is equal to the
number of propagators (including those ending in a source) minus the total number of vertices
(including those associated with sources), and so

gI+Eg—(V+E) — gI—V . (3268)

A generic, connected L-loop diagrams, L = I — V + 1, comes then with a power g“~!. The
expansion in powers of g is then an expansion in the number of loops. This device can be used
also in the ordinary case, introducing a formal parameter g that is eventually set to 1.
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In the case at hand, the loop expansion reads

Wrldgl =Y g- w1, (3.269)
L=0

with WISL) [J] the sum of connected graphs with L loops obtained from the functional Eq. (3.266),
ie., using T as the coefficient of the n-point vertex. In particular, WF(O) [J] is the sum of tree
graphs (i.e., graphs with no loops) obtained in this way, and dominates the sum in the limit
g — 0. On the other hand, Wr[J, g] in the limit g — 0 can be obtained also via a saddle-point
calculation. One has, setting ¢ = ¢sp. + 1/9X,

cWrllgl — /[D\/EX] eé(F[(z’s.pff‘\/EX]+J'(¢SAP.+\/§X))

3 i ’ 1 7 3 3 (3270)
— eé(r‘[(bs‘p.}‘fﬂ]'(bs‘p.) /[D\/gx] €§<\/§(F [¢S»P<]+J)'X+§QX T [¢S»P<}'X+O(g2x )) .
Choosing ¢s . to satisfy the saddle-point equation I'[¢g | + J = 0, one has
eiWF[J,g] — eé‘(r[qﬁs‘p']‘l'z]'qﬁs‘p') /[D\/‘ax] e%XT'F//[¢s.p4]'X (1 _|_ O(gx4)) , (3271)

where the correction are proportional to integer powers of g, since only even powers of the field
x contribute. Then

(Wr [ 1,91~ Wr[0,9)) es Top LT 60p) 1 [Dv/gx] e2X" T Bor 1] X (1+0(gx")

e’ = : .
o g (T¢s.p.[0]]) NN e%XT'F’/[¢s.p<[O}}'X (1+0(gxY) (3.272)
(T[@s.p. [T+ -¢s5.p.—T[¢s.p. [0]I+O(1))

9

2
= e9

and so
WEOLI) = WP (0] = Dl 1] + J - bsp. — Tlbep. [0] (3.273)

but by the definition of ¢, and the relation between W and T’
WL = wi®l0] = wig] - wo]. (3.274)

Then, ignoring the J-independent terms that do not contribute to correlation functions, W/[J]
equals the sum of connected tree diagrams built using %F(") ¢", n > 3, as vertices and i[F(Q)]_l =
—iW® = D as propagator. On the other hand, WJ] also equals the sum of connected tree
diagrams built using the sum of 1PI diagrams with n external lines as vertices, connected by
fully dressed propagators D = —iW (). It then follows that iI'(™ equals the sum of 1PI diagrams
with n legs, and so I is the generating functional of 1PI diagrams.

The identification of i'™ with the sum of 1PI diagrams with n legs follows from the fact
that a tree diagram with E external lines cannot be built using vertices with more than F lines
attached, and using at most one vertex with F lines attached. Then, if one has identified iT'("™)
with the sum of 1PI diagrams with n legs for n < N, at n = N + 1 there is only one possible
diagram containing the sum of 1PI diagrams with IV + 1 legs, namely the diagram made out of
the sum of 1PI diagrams with N + 1 legs to which N + 1 full propagators are attached; and only
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one possible diagram containing iTW*Y namely that having a single vertex il V*1) with N 41

full propagators attached; and therefore iDV+1) is identified with the sum of 1PI diagrams with
N + 1 legs. Since the 3-point function is necessarily built out of the sum of 1PI diagrams with
three full propagators attached, and, parallelly, out of I'®) with three full propagators attached,
the identification is complete (this is true even if the three point function vanishes).

It remains to show the initial statement. It follows from the relations E+2I = " nV,, and
I -V +1=0L that

L =2T -2V +2=) nV,—2) Vo+2-E=) (n—-2V,+2-E

= (n=2Vp+ > -2V, +2-E

> (n—2)V, + (E-2) <—1+ ZVn> .
n<FkE n>kF

For E > 2, if there is at least one vertex with n > F then the last term is non-negative, and
since the first one is also non-negative (since n > 2), one has necessarily L > 0. Then no vertices
with more than F lines can appear in a tree diagram with E external lines. Therefore for such
a diagram

0=2-E+> (n-2)V,=2—-E+(E-2)Vg+ > (n—2)V,

n<E n<E
=(E-2)(Ve—-1)+ ) (n—2)V,.
n<k

(3.276)

Since the second term is non-negative, for £ > 2 this equation can hold only if Vg = 1 and
Ve = 0, or otherwise if Vg =0 and E—2= 3" _p(n—2)V,. In particular, no more than one
E-point vertex can appear, and if it does then it is the only vertex.?!

Background field method A practically convenient method to compute I' is provided by
the background field method. Define the following generating functional,

ity l] _ / Dg) iSlo+ool+70. (3.277)
A simple change of variables shows that
Waold] _ / (D] eiSI91+7(6=d0) — (iWLJ]=id o (3.278)
ie., 3
WeolJ] =WI[J] = J - ¢o. (3.279)

Define now the associated effective action. One has

_ 5W¢0[J] _ 5W[J]
L A Y

21Tt is possible that for the lowest nonzero m-point function one has n > 3. From the above, for E = 3 only
a 3-point vertex is possible, and so 3-point 1PI and I'® coincide. If one vanihses, so does the other. Then one
should look at E = 4, where only 4- and 3-point vertices are possible, but since the three-point function vanishes
one has only the 4-point vertex, and so 4-point 1PI and '™ coincide. If this function vanishes one continue until
the first nonzero one.

—¢o =5 — 0, (3.280)
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and so

Cool@a] = WeolJ] = J - @1 =W = J - do—J - (01— o) = W[J] = J -5 =Tps]. (3.281)
In general then )
Lol — do] = T[], (3.282)

and choosing ¢ = ¢
T'[¢o] = T [0] (3.283)

The left-hand side of this equation is the generating functional we are after. The right-hand side
is the sum of connected, one-particle irreducible vacuum diagrams (i.e., no external lines) for
the theory defined by the shifted action S[¢ + ¢o]. In particular, the sum of 1PI diagrams with
n external lines of the original theory is equal to the sum of connected 1PI vacuum diagrams of
the shifted theory where n factors of ¢g appear.

Symmetries of the effective action Symmetries of the classical action S reflect into symme-
tries of the quantum effective action I'. Let S be invariant under the infinitesimal transformation

Ga = Pa + 0sPq 5s¢a(517) = EFa[¢§ l‘] s (3'284)

with F' depending functionally on the fields at z, e.g.,
Fa[¢; .’L’] = Aab(bb(x) + Babx“au(bb(x) + Cabcﬁbb(x)(bc(x) +.... (3285)

The simplest case is that of a linear transformation, F [(b, x] = Lgpop(x). Let the functional

integration measure be invariant as well under the transformation Eq. (3.284).22 Symmetry of
S and [D¢] implies

Z[J] — /[D¢] eiS[qﬂ-ﬁ-iJ-qﬁ — /[qu] iS[p+0sp]+iJ-(p+0s9) /[D¢] o|+iJ - (p+0s9)

' ' (3.286)
= /[Dqﬁ] eSS (1 4 T 55¢) = Z[J)(1 + €] - (Flgs2])s),
and since € is arbitrary
J - (Flg;z]);=0. (3.287)
On the other hand, for J, such that (¢);, = ¢ one has J, = —g—g, and so
ol
This can be equivalently written as
Lle + e(Fl¢; 2])s,] =Tl , (3.289)

known as Slavnov-Taylor identity. This identity is particularly transparent if F' is a linear
transformation. In this case in fact

(Flo;z) s, = (Lo(x)) 5, = L(D(2)) s, = L, (3.290)

221t would actually suffice that [D¢] e**[?! be invariant.
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and the Slavnov-Taylor identity reads
Ilp + eLy] = T] = Tl +ds0] = Tgg], (3.291)

i.e., the same transformation &, but applied to the fields ¢ is a symmetry of I'. In more
general cases (F'[¢;x])y, # F[(¢)s,;x] = F[p;z], so the form of the symmetry transformation
is modified.

Goldstone’s theorem The effective action formalism can be used to provide a proof of Gold-
stone’s theorem about the presence of massless particles (Nambu-Goldstone bosons) in the spec-
trum of theories where a continuous symmetry is spontaneously broken.

Assume that the action S = S[¢], with ¢, a set of N real scalar fields, is symmetric under
linear transformations L, (b;- = Lji¢r, providing a unitary representation L = L(g), g € G, of
some continuous Lie group G, i.e., L(g192) = L(g1)L(92), 912 € G. Since we are dealing here
with real fields, the representation is actually orthogonal, i.e., L(g™') = L(g)™' = L(g9)T. As
we discussed above, for linear transformations S[L¢| = S[¢] implies I'[Lp] = T'[¢]. The first
implication of this fact is that if ¢g is a possible vacuum of the theory, satisfying I'[pg] = 0,
then so is Lyg: since I'[Lyg] = I'[pg], taking derivatives with respect to @gq ()

LN PR LT O
695() | =g, 60k(Y) | perp, 905 () (3.202)
_ a, OT[p] S@ () = L[] ' '
| v 5ait o RO ) = S @ T

and since L are invertible matrices it follows that I'[Lyg] = 0. If Loy # ¢q, this provides a
different solution to the quantum equations of motion.

We will now assume that all the vacua, i.e., the solutions @ of I'[gg] = 0, can be obtained
from each other by a symmetry transformation, and so g9 = L(g)go for some g and for some
chosen vacuum ¢g. Let furthermore H C G be the (largest) subgroup of G that leaves ¢y
invariant, L(h)pg = ¢o Vh € H. This is called the stability subgroup, and in the setup we
are considering it is independent of ¢y.2* Choose now the generators T& of G to be {T&} =
{TgYu{T*}, with {T},} generators of H, and {T} a basis of the complement of the linear space
spanned by {T%} within the Lie algebra of G.2* Let {t&} = {t%,} U {t*} be the corresponding
representatives of the generators induced by the representation L, i.e., given g = exp{io,T&}
one has L(g) = exp{ia,t}}. Since L(h)pg = ¢o Vh € H, one has that the (representatives of)
its generators annihilate the vacuum, t%,¢9 = 0. On the other hand, t*¢q # 0 (for otherwise the
algebra of the stability group would contain another generator and H would not be the largest
group leaving g invariant).

Let us now work out further consequences of the symmetry. Starting from I'[Ly] = I'[p] for
generic ¢ and L = exp{ia,t}, and taking the derivative with respect to a, and then setting

BIf L(h)po = o Yh € Hy,, then for any other vacuum @o = L(g)po one has

@0 = L(g)po = L(g)L(h)po = L(gh)L(g~ ') L(g)¢o = L(ghg™")@o = L(h)%o ,

ie.,, L(h)@o = @o Vh € Hpz, = gHypog™ ' ~ Hy,, i.e., the stability groups are all isomorphic to each other.

24Recall that the Lie algebra g of a Lie group G is first of all a real linear space, for which one can choose a
basis {t&}. We choose this basis to contain a basis {Tf} of the Lie algebra h of H, which is a subspace of g, and
complete it with a basis of the complement of § in g.
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all ap to 0, we find

0_/d4 2
590]

Taking now the functional derivative with respect to g (y), we find

I(Ly(x)
8oza

/ ' 5 tG)Wk(x) . (3.293)
30=Ls0 {ap}=0 (’Dﬂ

0% [¢] oT[¢]
0:/d4x[7t“' x) + %) 100 (y — x
_ O] (a4 /d4 T () on(a).
dps(y) = dpi(y)op;(z) =
If we now set ¢ = ¢, the first term vanishes and we obtain
T[]
drr——F %) ) =0, 3.295

S sy | @@ (3.295)

or in compact notation
52F[900] a

As a matrix equation, Eq. (3.296) tells us that I'"'[¢g] = —(W"[0])~! has zero modes provided

by t%pg (while t%,p9 = 0 and so give a trivial identity). For a translation-invariant theory,
the vacua are z-independent, ¢o(z) = ¢o, and so denoting with Dji(z,y) = Dji(x — y) the
coordinate-space propagator,

Djr(x = y) = (5 (x) k() — (&;(2)) bk (y)) = —i(W"[0]);r(,y), (3.297)

and with Bjk(p) the momentum-space propagator,

4 . ~
Djk(z) = / (;lw]; Ce PTD(p), (3.208)

then Egs. (3.295) and (3.296) tell us that

_ 4 52F ay .
= </ TS 5%( ) @:m) A (3.299)
= T [eol(p = 0) (1) jrpor = i(D(p = 0)) 3, () xp0k »

i.e., (t%);rpor are zero modes of the inverse propagator at zero momentum, [D(0)]~'. There
are then at least as many zero modes of D(0)™" as the number ng of “broken generators”, i.e.,
group generators for which t%pg # 0. Clearly, if [D(0)]~! has zero modes it cannot be inverted,
and so the propagator D(0) does not exist in the (at least) ng-dimensional zero-mode subspace,
signaling a singularity at p = 0 and the presence of at least ng massless particles in the theory.
This is the content of Goldstone’s theorem.
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To see this in more detail, notice that from I'[Ly] = I'[¢] one finds, expanding I'[] around

a generic ¢ and I'[Lp| around Ly, that
_ _ _ 1 _ _ _
Tle] = Tl@o) + I'[@o] - (¢ — @o) + 5 (¢ — @o)" - T"[@o] - (¥ — @o)

2
+ ) TMgo]( — 0)"

n>3
= TLg] = TL@o] + I'Ego] - (Lp — Lgo) + 5 (L — Lgo)” - T"[L@o] - (Lo — Lpo)

+ZF [Loo)(Le — Lgg)™ .
n>3

(3.300)

Taking @g to be our vacuum, @y = g, for every Ly = L(h) the representative of an element of
the stability group, Lppo = ¢o, this equation becomes

1
F[¢0]+§(90—900) I[po] - (0 — 90) + 3 _ T o] (¢ — @0)"
n>3
1 (3.301)
= Llpo] + 5(p — 00)" - (LAT" (w0l Ln) - (# — o) + Y T™ (0] (Ln(e — @0))" ,
n>3
so in particular for the second-order term
LiT"[po] Ly, = T"[ipo] , (3.302)
or in other words
D(p)~t = LTD(p)~'Ly,. (3.303)
The subspace of zero modes is invariant under Ly, since given D(0)~*v = 0 one has
D(0)"Y(Lyv) = Li(LED0) ™' Ly)v = LyD(0) v = 0. (3.304)
Splitting RY into the subspace of zero modes of D(0)~! and its complement, one has for D(p)~*
_ di(p*)"'] 0 >
D(p)~ ' = : 3.305
(p) < 0 ‘ do(p?) T ( )

with [Lp,do1(p*)~!] = 0,2 and where Lorentz invariance has been used to write D(p)~! as a
function of p? only. For small p? we find

_ bip?+ ... ‘ 0
D(p)~t = (- t% 3.306
)t - (et ). (3.300)
and so »
a 0
D(p) ~ L , 3.307
(p)p240< b ) ( )

having assumed that by is invertible, while a; must be so (otherwise the corresponding zero
modes should have been included in the zero-mode subspace). As we know from the Kéllén-
Lehmann representation, the poles of D(p) correspond to the masses of the particles that appear
in the theory. The dimension of the lower right block is at least ng X ng with ng the number of
broken generators, so the corresponding pole at p?> = 0 is of rank at least ng, corresponding to
at least ng massless modes.

25In general, the induced representation of H is not irreducible even if the representation of G is, so we cannot
conclude that dp,1 are multiples of the identity in RY.
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Energy interpretation of the effective action If we smoothly turn on a source J(t, ) in
the distant past, leading up to a time-independent source j(Z) between t = —T'/2 and t = +71/2,
that we subsequently turn off smoothly in the distant future, the vacuum |0) in the absence
of a source is adiabatically transformed into the ground state |j) in the presence of a time-
independent source j, which is then adiabatically transformed back to the vacuum |0). The
vacuum-to-vacuum transition amplitude is given in general by Eq. (3.222), and in the case at
hand, since we can neglect the contribution from the switching on and the switching off of the
source (assumed to take place in a time much smaller than 7"), we have

GWI-Wlo) _ % = (0|U(+00, —00)[0) = (j|ts (+5,—T) |j)

= <j|TeXp{ —z/f dt [H - /dng(g‘:’)qg(()’f)] }|j> (3.308)
2

= (jle”"iT)j) = e BT

Y

where
H;=H— /d?’:vj(f)@((),f)v (3.309)
and so

Consider now a different line of thought. We want to find the state |Q2) that minimises the
energy expectation value,

(QUH|Q)
(Hyg = ——", (3.311)
(Q[€2)
subject to the constraint that the fields have prescribed time-independent expectation values,
S (Q]$(0,7)[Q) .
(0(0,%))g = —— 5= = ¢(@). (3.312)
Q)

Minimisation could of course be performed for (2]H|Q2) with the constraints Eq. (3.312) and
(Q|Q2) = 1. This problem is equivalently formulated using Lagrange multipliers, as the uncon-
strained minimisation over €2, a and 5(Z) of the quantity

(QUH|Q) — a(Q]Q) —/d3$5(f)(9|¢3(075)|9>- (3.313)
Minimisation over |Q2) gives the equation

(H - / &z ()0, f)) Q) = al0). (3.314)

On the other hand, we know that the state |j) provides a solution to this equation with o = Ej
B(Z) = j(Z), if the prescribed values of the fields in Eq. (3.312) are chosen to be ¢(Z) = (¢); =
(&) with the source J described above, i.e., constant and equal to j for t € [-7/2,T/2]:

(H -/ d3$j<f)¢;(o,f>> D =B, Gl =1,
g (3.315)
SW ]

<J|¢3(33)|J> = (¢)s = 5T

J=J
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To find out what the corresponding minimum of (H)gq is, notice that

win(tH)o = (H)a—; = [ Eoi@UIS0.D0) + BGlI) = B + [ di(@)es(0.2)

N % (TEJ' + /d4$j(f)soJ(0,f)> = % (—=W[J+J- 05 +W[0]—0-0)  (3.316)
= (Tl ~ T0).

Then, ignoring W[0] and I"[0] which are respectively J-independent and y-independent constants
that can be set to zero without any loss of information, one has that

e —WI/[J]/T = Ej; is the energy of the ground state in the presence of a time-independent
source 7j;

e —I'[p]/T = min(H)q is the minimal expectation value of the energy over normalised
states |Q2) under the constraint that quantum fields have the prescribed time-independent
expectation value (Q|4[Q2) = .

For translation-invariant theories, the n-point functions W™ depend only on the coordinate
differences, and therefore so do the functions I'™ that are derived from them. Regularising the
effective action in a finite four-dimensional box of size V; = T x V', we have for an z-independent
field configuration g that

Llpo] = VaV]po] = TVV|po] - (3.317)

According to the discussion above, V[gpg] is then the minimal expectation value of the energy
density on states for which the expectation value of the field is ¢y.26 This happens for example
for the solutions of I'[¢g] = 0, i.e., for the vacua of the theory (in the absence of external
sources), which are z-independent for translation-invariant theories.
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4 Non-Abelian gauge theories

The symmetry properties of a system impose strong restrictions on its dynamics. This is even
more so when the symmetry is local, i.e., the system is invariant under transformations that
depend on the spacetime point. We will consider field theories defined by Lagrangeans .Z
involving one or more sets of fields (JSZ(R) (x),i=1,..., Np, that are transformed into each other
by the symmetry transformations. The label R indicates explicitly the representation Dpg of
the symmetry group G under according to which they transform. We restrict our attention to
matrix Lie groups G, that we now briefly review.

Matrix Lie groups and Lie algebras A matrix Lie group G is a matrix group that is
at the same time a smooth manifold, that can be parameterised (at least locally) by D¢g real
parameters ag, a = 1,...,Dg; Dg is called the dimension of the group. This means that every
g € G is a function g = g(a) of the parameters {«}. The parameterisation is chosen so that
g(0) = e is the identity element, eg = ge = g, Vg € G. The Lie algebra g of G is the real vector
space X = X%L,, X* € R spanned by the group generators L, = —idg(a)/0a®|,=0, equipped
with the commutator. It is a property of Lie groups that [X,Y] € g, VX, Y € g, a property that
thanks to linearity is equivalently expressed by the relations

[Lay Lo) = if g Le - (4.318)

The real numbers f€, are the structure constants of the group, and are completely determined
once that a parameterisation {a} of the group near the identity is given.?” Explicitly,
[Lava] = [( ) (a)‘a 07( Z‘)aiﬁbg(ﬂﬂgzo]
2
= aaaaﬁb[ (@), 98N] g, 5—0 = ~Facamy (9(@)9(8) = 9(B)9()) | \_g 50
= 6aa65b [ (7(047 )) - 9(7(570‘)] ‘a:O,ﬁ:O

B <62 (e, B) 8270(5,04)) dg(7)
90 0py 002408y ) laco.5-0 07° |1 (4.319)
_ (8270(%5) B 82%(0«5)) “ )ag( )
0, 00y 00, a=0,3=0 o =0
P B) | () e
_Z<_ 0By | OcudPa > azo,ﬁzoLc_Zf abLc

where the group property has been used to express g(a)g(3) as g(v(a, 8)) for suitable functions
~v¢, c¢=1,...,Dg, that obey v¢(0,0) = 0.

2TA change in parameterisation corresponds to a change of basis in g.
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Representations of Lie groups and algebras Representations of G are maps of G on the
space of invertible Np x Np complex matrices that preserve the group multiplication law, i.e.,
there is a Dr(g) for any ¢g € G, and furthermore

Dr(91)Dr(92) = Dr(g192), Va12 € G. (4.320)
A representation of the group induces a representation dr(X) of the algebra, via

0
8aa

DR( ( )) = dR(La) = t(}%, (4.321)
a=0

extended by linearity, i.e., dp(X) = dr(X®L,) = X%dg(Lq) = X*%. A representation of the

algebra is a linear mapping of g on a space complex matrices that preserves the commutator, i.e.,

dr([X,Y]) = [dr(X),dr(Y)]. Using Eq. (4.321) and repeating the calculation of Eq. (4.319),

we find

Dr(g

[th, %] = [(—i) 32 Dr(9(a))] ,_g» (—1) 52 B =)
)

— 80228617[ r(g9(a)), Dr(g(B)) H 0,5=0
=~ Or(a1s3) ~ Do) o
)

(9(c) |
— a2z (Dr(g(v(e 8))) = Drlg(v(B:a))) |, _o 5 (4.322)

)
)

a)
)

S ( 2% (af) _ 924° > | IDRg(y
90 0By aaaaﬁb a=0,8=0" gre o
9*7°(af) _ 9*7°(af) L ODR(7)
n _Z< e OBy 5lb5.lﬁa ) ‘a 0,8 0(_2) Iy . =ifwtr,
’\/_

with the same coefficients f¢, asin Eq. (4.319). Here we used the fact that Dp, is a representation
to go from the second to the third line.

Global and local symmetries The statement that £ = Z(¢) is globally invariant under
the symmetry group G is expressed mathematically as follows,

Z(Dr(g9)pP) = 2(¢P), vgea, (4.323)

where ¢ is an z-independent group element. With ¢ without a superscript we denote callectively
all the fields present in the theory. In infinitesimal form, the invariance condition 0. = £ (¢ +
dp) — ZL(¢) = 0, where

60" () = e (th) oy (). (4.324)
and €* are z-independent infinitesimal parameters. Since any element of a (connected) Lie group
G can be obtained by multiplying elements in a neighbourhood of the identity, the infinitesimal
form Eq. (4.324) is as good as the finite form Eq. (4.323). A symmetry is said to be local

if Eq. (4.323) holds for z-dependent g = g(x), or, in infinitesimal form, if (4.324) holds for
x-dependent €* = €%(x),

06\ (2) = ie® () (t%) oy () . (4.325)

A transformation of this type is called an infinitesimal gauge transformation. Given a globally-
invariant Lagrangean, .Z = .Z(¢), its upgrading to a locally invariant one is problematic if there
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are field derivatives, which is the case for all the interesting Lagrangeans. The problem is that
global invariance amounts to

Sgabat 2 (6, 0u) = 50 % " 5<a#¢§R>>W
_ 5¢§R’% +0u(6 §R’>W (4.326)
= i€ (%) <¢§f’ <x>% + 00y (w)%) =0,
which implies

0 , .

= S LG+ il 16, 0,0 +i(n-1,0)|
n n=0

where n -t = 1n%® and the use of appropriate representation for each of the fields ¢ is

understood. Since fields and their derivatives are arbitrary, it follows that

0

a2 A+ il ) A, B+ily- t)B)‘ =0. (4.328)

n=0

On the other hand, under a local transformation

Biocat- 2 (6, 0) = 56" % * 5(8”@@)%
:5¢§R)% (0 §R)>W
— e () 1) e <w>% il )6 “”a@jﬁ @)
i) < 4P z) % 10,0 () m > (4.329)
- . 07
DI W S

— (e (@) [ i(1%); <R>xL> |
( H ( )) ( (tR)]k(bk ( )8(8M¢§R)(x)) 750

i.e., there is an extra term involving d,€* that does not necessarily vanish — as a matter of fact,
for fields satisfying the equations of motion the unwanted term is equal to (9u€)jNeether-

Gauge fields The unwanted term can be compensated if we introduce new fields that couple
to the symmetry current and are endowed with a suitable transformation law that involves d,,€®.
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To achieve this, we introduce the gauge fields AZ, a=1,...,Dq, and couple them to the matter

fields B through the covariant derivatives DELR)QS(R),
D/SR) = 8# + Z‘gRAZt?{7
(DI 6™); = 8,0 + ign Al ()6l = (@05 + ign AL (1))

for some constant gg, that may in principle depend on the set of matter fields ¢V on which it

(4.330)

is applied. If we can make D,(LR)(b(R) transform like ¢ i.e.,
8(DV"); = ie(2) (t5) 0 (D 1) (4.331)

and replace the ordinary derivatives E?Mgb(R) in .Z with covariant derivatives D,SR)qﬁ(R), then under

: !
the new transformation dy,,,

L A L

T o)

= 1e%(z)(tB) . (%) T ﬂ v z L 5
() (o) (m e " )O(Duﬁbg’R)(x))) o

2(0+iln- )6, Dyé +i(n- Do) =0,

5foca1$(¢a D,uqb) = 5¢§R)

0

= e ($) 8’[70‘

thanks to Eq. (4.328). We still need to find the appropriate transformation law for the gauge
fields in order for Eq. (4.331) to hold. To this end, notice that

S(DP ) = 5, (56) + ign sty (56™) +igr (54%) tho™
= i€e" (@)1}, (x) + i(0e” () 1% ()
+ igRAZt%ie“(:E)t%qS(R) +igR (5AZ) t%qS(R)
= ie"(2)t}(y + igr Ay t5) 0" (x)
+ (0 (@) the\ (@) + i€ (@)igr Ay [t thl0" + igr (0A]) tho™

. (4.333)
= ie*(x)t DM " ()
- 1 a a a C C - a a
+1i9r <g_38“6 (2)th — € (z) baAZtR> o (x) + igr (6A%) t5")
— i (@)D ¢ (2)
1
ignty (-0,€(0) — FhAbe(a) + 543 ) 0 (o),
R
so Eq. (4.331) holds if we set
a 1 a a C 1 a a C
SAL = ——0ue(x) — [ (2) AS = ——0ue(x) + e (2)AD,. (4.334)
dr 9dr
However, one and the same transformation law applies to Aj;, independently of what matter fields
it is coupled to, and so we are forced to set gr = g for all matter fields. Setting (t)ap = —if%,..,
we finally have the transformation law of the gauge fields,
a 1 a - C C
0A;, = —g—Ra“e () + i€ (x)(tA)abAZ. (4.335)
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The matrices t§ provide the so-called adjoint representation of the algebra (this follows from
the Jacobi identity [A, [B, C]] 4 cyclic permutations = 0 applied to the group generators).

Finite transformations Collecting the infinitesimal transformation laws found so far, we

have
56\ () = e (t5) ™ (),
5D W) ) = i () (1)1 (DD ), (4.336)
§A% = ——8,e%(x) + i€(2) (1) ap AL

The behaviour of matter fields and corresponding covariant derivative under finite transforma-
tions is easily found by “exponentiating” the infinitesimal ones. In matrix notation,

¢V (z) = Dr(g(x))¢\"" (z) = Un()¢\"" (z),
(D¢ (z) = Dr(g() (D ¢!9) (@) = Un(2)(Dug!™) (),

where Ug(z) is shorthand for Ug(z) = Dg(g(x)) = '@k To find the behaviour of Af,, notice
first from the second equation in Eq. (4.337) that

(D 6B () = (8, + igAl(2)t%) P (x) = (8, + igAl (2)t%)Un(x) ™ ()
= Ur(2)(Duo™)(2) = Ur(2) (9, + igAL(2)th)o " (z)

(4.337)

(4.338)

which implies .
Al (@)th, = Ur(2) Afy (@)t hUr(z) ! — @(%UR(x))UR(w)_l
p (4.339)
= UR(:E)AZ(:E)tC}%UR(l‘)_l - ;UR(x)OHUR(:E)_l

The homogeneous part of this equation is seen to correspond to the adjoint group representation
acting on Aj, independently of R:

Ur(2) A5 (2)t4Ur(x) ™! = Aj(@)Ur(@)thUr(z) " = Aj(2)th(Ua(2))ba

)~
_t“ (( Al )) (4.340)

We now show that also Ug(2)9,Ug(z)™" = —(0,Ur(z))Ugr(z)~"! is a linear combination of ¢4,
the same independently of R. In fact, recalhng that Ug(x) = Dr(g(x)), since g(z + dx) is close
to g(z) (assuming differentiability), then

9(x +dz) = g(dz, g(x))g(z), (4.341)

where g(dzx, g) is a group element close to the identity e, that depends on g(z) and dz. But then

Ur(x + dx) = Dr(g(z + dz)) = Dgr(g(dz,g(x))g(z)) = Dr(g(dx, g(z)))Dr(g9(x)),
- € T T )1 —
(0, UR())Ug(a) ™ = UR<”«’+dZ Un(z) ) (1 — Unlz+d )dZR( )1
Dg(g(dz, g(x))g(z))Dr(g(z)™t) — 1 _ Dg(g(dz, g(x))) — 1

(4.342)
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idzMa(2)La in terms of the

Group elements close to the identity can be written as g(dz, g(z)) = e
generators L, for some small o, = dzM,(x) that must vanish proportionally to dx. Then, using

Eq. (4.321),

B DR(eidxMa(x)La) -1 eidIMa(l’)dR(La) -1 B 1+ idea(x)t% —1

dx dx dx
= M,(z)t%.

(0uUr(2)Ur ()™

(4.343)
For practical purposes, it is convenient to denote Aﬁt‘é = ARy, which under a finite gauge
transformation transforms as Ag, — UrAr,Up' — (i/9)UrOUg" [see Eq. (4.339)], and keep
in mind that the transformation law that this implies for Ay, is independent of the R that one
is using.

Field strength tensor In order to endow the gauge fields with some dynamics, one needs to
include suitable kinetic terms in the Lagrangian. This, however, must be done in such a way as
to preserve the local (gauge) symmetry. The simplest way to construct a gauge-invariant object
involving derivatives of A is to first construct a gauge-covariant object of this type, i.e., an
object that transforms homogeneously under gauge transformations, like the fields ¢ do, and
like the gauge fields do not because of the term J,e®. In turn, a simple way to build such an
object is consider the commutator of two covariant derivatives. One has

(DY, D] = [0, + igth Ay, 0 + igth Ay
= ig(OutR Ay — OtR AL, +igAb AS[th, t5]) (4.344)
= igtd, (8MAZ —9,A% — g f“bcAZAﬁ) = igt% Fe, .
Despite being the commutator of two differential operators, this object is not a differential

operator anymore. To find its transformation properties, notice that under a finite gauge trans-
formation

(1D, DY ™Y’ () = (DY, DI} (2)

= Ug(2)[DR), DS (2) (t5)
= (Un@)D, DPUR() ) (Un()o () |
— (Ur@)D), DPUR(x) ) ¢ ()
and so
tFS = Up(a)thF,Ur(x) ™" =t (Ua(x))y Fh, = Flty = (Ua(@)) g Fl (4.346)
or in infinitesimal form
SFL, = i€e“(t9)a ), - (4.347)

This is the same homogeneous transformation law one would find for a matter field in the adjoint
representation.
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Restrictions on the gauge group The simplest Lorentz and parity-invariant quantity that
we can construct from Fyj, is a quadratic term of the form

1
4 Jab Fg, Fouv (4.348)

for some matrix gy, that can be taken symmetric without loss of generality. The prefactor is
introduced for future convenience. Under a gauge transformation, one finds from Eq. (4.347)
that

) <gabF,fVFb‘“’) = gavd (F1,) Fou JabFl,0 (FIW)
= g (1) P 4 i (1)
= i€ (gae(t%)ad + gan(t%)ve) i FH
= i€ (gea(t%)aa + an(t%)ve) Fih FH .

In order for this to hold for arbitrary € and without imposing restrictions on Fj, , one needs

(4.349)

Jea(td)ad + 9a(td)oe =0 = GeaS e + gdbfbec =0. (4.350)

Since we intend to use Eq. (4.348) as the kinetic term in a Lagrangean, there are two more
conditions that g, must satisfy: it must be real, so that after quantisation the Hamiltonian
derived from it be Hermitean; and it must be positive-definite, so that a Hilbert space with a
positive-definite scalar product can be built for the quantised system. The origin of the second
condition can be understood by analogy with the case of a scalar field. Noticing that I1% = F 0
are the canonical momenta conjugate to A¢ (more on this later), one has

T DR ST BV D SRS s T

similarly to what finds for a real scalar field, for which II = Zdy¢ if £ = Z/2(0,¢)* + ..., and
20,00"p =T/ Z — Z(V$)>. (4.352)

In this case, a calculation identical to that used to derive the Kéllén-Lehmann representation of
the propagator shows that

(0l (x), $(0)]]0) = / ds p(s) / dog) (777 —e?r) . P =ys Pt (4.353)
0
Multiplying by Z, taking the derivative with respect to ° and then setting 2% = 0, one finds
20/60,2),6(0)10) = ~8®(@) = 2 [~ dsp(s) [ a2 (~ip®) (77 e 5)
20 ) ~ (4.354)
= —2'6(3)(:?)2/ dsp(s) = = = / dsp(s) >0,
0 z 0

with positivity of p originating in the positivity of the scalar product. Hence, a negative Z is
incompatible with a positive-definite scalar product in the Hilbert space of the quantised system.

We now have to find a matrix gq that is (1.) real, symmetric, positive-definite, and (2.)
satisfies the invariance condition Eq. (4.350). One has the following theorem:
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A matrix g, that satisfies the conditions (1.) and (2.) exists if and only if the Lie
algebra defined by the structure constants f%_ is the direct sum of commuting simple
compact and U(1) Lie algebras.

The direct sum of Lie algebras is their direct sum as linear spaces. The U(1) algebra is the Lie
algebra of the group U(1) of complex numbers of modulus 1 equipped with the usual multipli-
cation. More than one copy of the same algebra is allowed. For a direct sum of algebras one can
choose the generators L, so that they correspond to the generators of the various component

)

algebras, i.e., Lgn , where n labels the subalgebra®® and a the generator within the subalgebra
with

[L(n)aa L(m)b] = Z'f(O)C(n)a(m)bL(o)c = 5mo5noif[n}cab[/(n)c (4'355)
and f [le . the structure constants of the nth component. A direct sum ®;g; of Lie algebras g;
corresponding to Lie groups Gj is the Lie algebra of the direct product of the groups ®Gj;.

A simple Lie algebra is the Lie algebra of a simple Lie group,?? which in turn is a Lie group
without any normal subgroup. A normal subgroup H is such that ghg™' € H Vh € H,g € G.
A compact simple Lie algebra is the algebra of a simple Lie group which is also compact as
a manifold (for matrix groups this means a closed and bounded subspace of some space RV).
In terms of the structure constants f%_., a Lie algebra is simple if and only if the bilinear
form defined by the symmetric matrix Ky, = —f, fdbc is non-degenerate, i.e, if v,wpKy = 0
Vw € RP¢ then v = 0. A Lie algebra is simple and compact if and only if Ky, is positive-definite,
ie., vaUpKg > 0 with equality holding only if v = 0. For a simple compact Lie algebra one
can choose the basis of generators L, in such a way that the resulting structure constants are
invariant under cyclic permutations of the indices, i.e.,

b
fabc = fcab = f ca (4356)
and as such totally antisymmetric, since they are obviously antisymmetric in the second pair of
indices. We can then write them as fupe = feab = foea Without any ambiguity.

Yang-Mills Lagrangean Having restricted the choice of group as discussed above, and having
chosen the generators so that Eq. (4.355) holds, the invariance condition Eq. (4.350) for the
matrix g,, can be written as
0 = gea(t)ad + 9av(t4)ve = Gea(—ifade) + gab(—ifoec)
= —Gea(—ifdac) + gav(—ifoec) = —(t4)dagae + gab(t)be »
or in matrix notation

(4.357)

[9,t4] =0. (4.358)

The representatives ¢ in the adjoint representation for the choice of generators L), appearing
in Eq. (4.355) read

(0)e — _jfloe _ . rlole
(v ><n>a(m>b_ i ya(mypdmodno = Fmodno( =17 )

— 5m05no(_if[o}cab) — 5m05no(tEZ]c)aba

28 A subalgebra b of a Lie algebra g is a linear subspace of g that is invariant under commutators, i.e., schemat-
ically, [h, 5] C bh. Clearly, the various component algebras are subalgebras of their direct sum.

29 A more direct characterisation of a simple Lie algebra g is that it does not contain any ideal, other than the
empty set and the whole of g. An ideal is a linear subspace h that is left invariant by commutators with the whole
algebra, schematically [g, b] C b.

(4.359)
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i.e., they are block-diagonal with non-zero entries only in the diagonal block with n = m = o,
corresponding to the oth subalgebra. The entries of this block provide the adjoint representation
of the oth subalgebra. In particular, blocks corresponding to the U(1) subalgebras are zero. It
is known that the adjoint representation of a simple algebra is irreducible,? and that a matrix
M that commutes with all the representatives of the generators in an irreducible representation
is a multiple of the identity (Schur’s lemma). Equation reads explicitly (the notation should be
clear)

o o
Z INn KKV Kk Mm = Z tNm, K k9K k,Mm

Kk Kk
Z 9N, Kk5OK50Mt Z 5OK50Nt£Lk] 9Kk,Mm
Zg Moordontpn 2501«50 e gl (4.360)

dom Z g = don Z o g
k

50M gINO[Ola _ 5 4[OlaglOM]
For N=0#M

tiNagINM} — (4.361)
and for N #0 =M

gINM]gIMla — (4.362)

For N corresponding to a U(1) subalgebra and M corresponding to a simple subalgebra, these
two equations tell us that g!VM = ¢g[MN = 0. For N # M both corresponding to a U(1)
subalgebra, these equations are trivially satisfied and give no information on g!¥M!. Consider
then N # M corresponding to simple subalgebras. Exponentiating Eq. (4.361) one finds that
the columns of g!VM! are left invariant by all elements of an irreducible representation of the
Lie group corresponding to the Nth subalgebra, i.e.,

. /Dac n
D[N](a)g[NM] _ eizf agtNle [NM] — (1 + Z (Z aat[N}a> > g[NM] - g[NM}_ (4.363)
a=1

n= 1

However, no nontrivial subspace is left invariant by an irreducible representation, and so g[N M| —
0. Another way to obtain this result is to observe that from Eqs. (4.361) and (4.362) follows
that for N # M and all a in the Nth subalgebra,

0 = ¢NVlagINM] [MN] — INM] [MN]y[Na (4.364)

g
so in particular [t[N}“,g[NM]g[MN]] = 0, and by Schur’s lemma gIVMgIMNI — A1V but since

0 = tNlagINM] gIMN] — A4[Nle it follows A = 0. In particular then

0= trg NM [MN] Zg[NM] [MN] = Z INn,Mm3Mm,Nn = Zg?Vn,Mm (4'365)

30 An irreducible representation leaves no subspace of the representation space invariant. The adjoint represen-
tation represents the Lie algebra g on itself (considered as a linear space), i.e., it is provided by the set of linear
operators adx acting on g defined by adxY = [X,Y]. One can show easily that adz, = t%. If the adjoint rep-
resentation were reducible, then a nontrivial invariant subspace of the representation space would exist, meaning
s C g with adxs C s. But then [X,s] Cs VX € g, and so s would be an ideal, which for a simple algebra cannot
be nontrivial.
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and so gnp,vm = 0 for N # M. For N = M instead Eq. (4.360) gives
[ Ve = 0, (4.366)

and so by Schur’s lemma
gV = GINIIV] = 9&21[1\7] (4.367)

where GIV) is necessarily a positive constant due to the positive-definiteness of g, and in the
second passage we have made it explicit by setting GV = 9&2. While not determined by
Eqs. (4.361)—(4.366), the part of g!¥M! corresponding to U(1) subalgebras can be diagonalised
by a suitable orthogonal transformation, after which one finds

[NM] —25NM g

IGNn.Mm = Gp ~ — 9N nk (4368)

i.e., a diagonal positive-definite matrix of couplings.

In conclusion, the most general gauge group that can be used is the direct product of simple
compact and U(1) groups, and for such a group the most general Lagrangean of the form
Eq. (4.348) can be cast by a suitable redefinition of the fields as

L = —= Z g EDleptNlam (4.369)

where the sum runs over the subgroups/subalgebras. This is the Yang-Mills Lagrangean (strictly

speaking, a generalisation thereof). A simple redefinition of the fields, A[ lo _ ngl,[fV ]a, allows
to remove 9&2 from Eq. (4.369), at the price of redefining the field Strength tensor and the
covariant derivative as

F1e = 9, ANl — 9, ANV — g fup ALVP AV
= au/i,[/N}a - a“A,[/N}a - ngabcA;[iV]bAl[/N}c7

DPA] =0, + > iggn AN = 9, + 3 igy ANl (4.370)
N N

_ 1 B ~
D%YM(A) = 1 Z FA[LJIY}UIF[N]CL[LV '
N

The gauge transformation of the gauge fields read

SAN = 5(g5" AN = —ga € (@) + ie“(2) (%) abgn A3

. ) (4.371)
= —— € (x) +ic*(x) (t9)ap AN .
gN
The simplest locally (gauge) invariant generalisation of a globally invariant Lagrangian .Z (¢, 0¢)
is then

ZL($,00) — ZL(¢, D[A]¢) + Lym(4). (4.372)

Notably, each simple factor of the gauge group is associated with one universal coupling constant,
the same for each matter field. The same coupling constant also appears in the self-interaction
terms involving the gauge fields only. While apparently the same holds for the U(1) factors, since
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any real number gives a possible representative t[}g(l)] of the single generator of the algebra, this

restriction does not hold.?! The universality of the coupling and the presence of self-interactions
of the gauge fields are distinctive features of non-Abelian gauge fields, as opposed to the Abelina
(i.e., U(1)) fields.

Topological terms= If one requires Lorentz but not parity invariance, theere is a second

quadratic terms that one can build from Fy,, namely

Oab€puvpo FH F¥7 = 0 F* E), | (4.373)

with 6,, symmetric without loss of generality. Gauge invariance leads to the same condition
Eq. (4.350) found previously for the Yang-Mills term, i.e.,

Ocat e + O f'e = 0. (4.374)

For the type of gauge groups discussed above, using the same argument used above for gup,
this condition leads to 044 By = 04B0w04. However, restricting our attention to a single simple
compact factor, the term

1 7>

= o FV T = S O (4.375)

q

is the divergence of a four-vector, ¢ = 9, K*, with

1

K* =
1672

1
7 A (Fpy + % func ADAG ) = e A

87T2 v (apAg - gfabcAzAg) . (4376)

It follows that ¢ does not affect the equations of motion, and can be ignored for the moment.
To show that ¢ = 9, K", notice that

vpo a a 9 c vpo AQ a 9 c
8#(1671-2[{“) = 2P (8#‘411) <8PA0 - gfabcAl;)Ao> + 2eH7P Au (auaﬁAo - gfabcaﬂ(Aon))
vpo a a 9 c 4g vpo pa c
= 26# r (8,11/41/) <6PA0 - gfabcAl;)Ao> - ?eu r AyfabC(a/JAg)Ao
— 2677 (9, AL)D, AL — 297 fope(D), AL) AL AS
1 vpo a a a a vpo a a c
= 56“ PT(OuAL — O AL (0, AG — 05 AY) — g€ fupe(Ou AL — (‘9,,AM)AE;)A(7

1
= e (Fﬁngg — 2 fe fadeAZA§A§A§> .

(4.377)

31Notice, however, that irreducible representations of the group U(1) = {e®,6 € [0,27)} are of the form
Dn(eie) = em‘g7 and so tLU(l)] = n, which basically follows from periodicity in 6. This requires that the “electric”
charges gU(l)tLLU(l)] = nguy(1) be integer multiples of a basic unit charge guy(i), thus indicating quantisation of the
electric charge. On the other hand, the restriction found above is on the gauge algebra, and since the U(1) algebra
is the same as the R algebra (i.e., real numbers with addition as the group law), one could think of the U(1)

factors in the gauge group as R factors, for which the restriction on the irreducible representations does not apply.
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The second term, however, is zero: exploiting the antisymmetry properties of €77 and fpc,
one finds

P fape fade ADASALAS = —P (1) 0 (19) ad AL AG ALAG = €7 (19 )5 (t%)aa AL AL AT AG

urviiptto urvitptto pervitptto
1
= 57 ((E0)at2)ad ALASATAL + (#0)0a (2)aa AL AL AT AL )
1
= 7 (890K ad AL AT ATAG + (Kb (t0)aa AL AG AGAS )
1
= 367 (90 (#0)aa A ASATAG — (#5010 (t)aa AL AL ALAS )
1 Vpo C e e C C (&
= 56” PT((#4)ba(t4)ad — (t%)ba(t4) ad) AZAI/ACplAO'
1 1 1
= §€uupaifcea(t?4)bdAZA,C/ACplA(e; = §€uupafceafabdAszchcplAg = §€uupafacefabdAzA,C/AcplAg
1 1 1
= €7 fuch acd A AGAGAL = — S €™ fabe fude AG AL AGAS, = — 5P fue fode A}, A5 AGAS
=0.
(4.378)
It follows that
320, K" = 7 F, F (4.379)

Equations of motion The prototypical non-Abelian gauge theory involves a single simple
compact factor for the gauge group, and a single fermionic matter field transforming in some
representation R. The corresponding Lagrangean reads

1 . - asa Lpa powr |

¥ = —ZFﬁuF“W + P[i(0y +igAtR)V" — mlp = _ZFWF T w(ZD‘(‘R)W -y (4.380)
; _ )

= TELFW 4 g™ —

where we have dropped the overbars from the gauge fields for notational clarity. Before quan-
tisation, the complex fermionic fields 1 and 9y, a = 1,...,4, are related via ¢ = 970, but
can be treated as independent fields corresponding to two different combinations of the real and
imaginary parts of .

The equations of motion for Aj, are obained from Eq. (4.380) in the usual way. One has

0L 1 OFbro 1

= __pbee __Fbpa(;a SH SV S V) = — e
90,42y — 2" 90,49 2 b (8,075 — 050",) :
0o 1 bpaapbpo o =
o4z~ 3l A TRV
1 —
= _inpU(_gfbcd) <6ac5VpAZ + 5adAz(5V0> —_ gwtaR,Yuq/} (4381)

= 9fpaaF"7 AL — giht%y e
= ig(—i fapa) F*7" AL — gt§y" v = ig(th)ap ALF"Y — gty
= ig(tD)aALF" — gty .
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Settin
g Ja,y — Jg,;’l/ + J}_I‘V’

J& = ig(th)aALF" = —g fog ALF (4.382)
i = =gty ",
we find the EOM

5 0L 0L
" 9(0,A%) ~ DAS

The EOM for the matter fields are obtained by noticing that . is independent of 8M1Z, SO

— 9 F = (4.383)

0L
0="22 = (ip"P —m)p. (4.384)
oY
It follows from Eq. (4.383) that J* are conserved currents, since trivially 9,0,F*" = 0 due to
antisymmetry of the field strength tensor. This equation can also be recast as
— (O F + J&) = Ji,
—(Oudab + ig(th)ap AS) F = J§ | (4.385)
_(DISA))abeuV _ J%I/ ]
This form shows that the EOM are gauge-covariant, since both sides transform (homogeneously)
in the adjoint representation. It also shows that the matter current J3 is covariantly conserved:

a v a Ccuv 1 a cuv
—(DEY IR = (DY) (DY) o = 5([D£A),DLA)])) i
1 1 1 (4.386)
= §igF,flM(tfl4)“cFC“V = §QF5MFCMVfdaC — §gFj,,chfadc =0,

since F ﬁlyF “# is symmetric and f,4. antisymmetric under ¢ < d.
The field strength tensor satisfies the identities

(DY Fyy + (DSV) 4 Fp, + (DSY) 4 Fpyy = 0 (4.387)

known as Bianchi identities, independently of it being a solution of the equations of motion.
These are proved noticing that
D, DY, DY) = ig D), Fot] = ig (0uFi,th + ig AL Fgy th, 1))
— igtS, <8MF,fp +igAbFo i fbac) = igtS, (auaca + z‘gAf;(t{g)ca) Fe, (4.388)
= igt (DY)’

atvpr

and using the Jacobi identity,

(DL, DD, DI + (D, DD, DI + (DI, D, D) = 0. (4.389)

v
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Equations of motion and gauge invariance Let us now spell Eq. (4.383) out in detail.
Denoting with j, k = 1,2, 3 the spatial indices, we have
—O P = J% = ig(th) ALF"C + TE = —gfaan ARF + TR
—0pF™ — 9; P = J% = ig(t4)ap AGF™F +ig(t4) sy ALFY* + JgF (4.390)
= —gfav AGF™" — g faap ATFY 4 JE .

Clearly, A° does not appear on the left-hand side of these equations, and not even A° appears on
the right-hand side. On the other hand, A* does appear on the left-hand side, and A° appears
in the second set of equations only. We have then a system of equations that are second-order

in time for A% and first-order in time for A90. Explicitly, using the notation ﬁk =0, A= v 2
Al = Ak T = J%k, we havefor the left-hand side quantities

8kFak0 = Oy, (akAao - aOAak - gfabcAbkACO) — _ﬁ . (ﬁAao _’_‘A'a _’_gfabc(A’bACO)> 7

aOFaOk =0y <60Aak _ 8kAa0 _ gfabcAbOAck> = Oy <80Aak + 6]@/1&0 + gfabcA’lgACO>

(4.391)
O3 FI* = 05 (D94 — 984T — g AV A ) = G (= A+ VoA — g furc AL AY)
= = (ALY = ViV A+ gfane(F - AV AL + g fune( A® - ) A
The first equation in Eq. (4.390) reads explicitly
Vo (Va4 A 4 gfae(A bA0)) — J© =0, (4.302)

and is only first-order in time for A and zero-order for A%, acting as a constraint rather than
a dynamical equation. To deal with this asymmetric setting, we can first solve the second set of
equations, that read

8 (aoA“k L VRAD 4 g fabcj,fAc()) S v e Ly L (4.393)

for a given, arbitrary A%, and then use Eq. (4.392) to possibly constrain A%. However, taking
the divergence of Eq. (4.393) we find

0= ﬁ,ﬁo (80Aak + ﬁkAao + gfabcggAco) — ﬁkﬁjFajk + ﬁkt]ak
. . . (4.394)
Y (vk <80A“k £ VAR 4 g fabcA,gAC‘)) _ J“0> :

which is just the temporal derivative of Eq. (4.392). Therefore, if A% have been obtained for
a given A% with initial conditions A%(t = 0), A%(t = 0) at t = 0 that satisfy the constraint
Eq. (4.392), then the constraint will be satisfied at all times, no matter what A%’ we have chosen.
In other words, A% is completely undetermined, and has to be given as part of the input data
to solve the system of differential equations. Alternatively and perhaps more accurately, if Ao
have been obtained for a given A% with initial conditions A® (t = 0), then the only restriction
on A% is on the initial condition A%(¢ = 0), that has to obey the constraint Eq. (4.392) at
t = 0, while A% is entirely aribitrary. Moreover, the combination of Aa appearing under the
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temporal derivative in Eq. (4.394) is not dynamical, but is entirely determined by the request
that the constraint be obeyed at all times once that A% is given. There are therefore only two
dynamical degrees of freedom for the gauge field.

This finding is not really surprising: after all we are describing a system of equations that is
invariant under gauge transformations, Eqs. (4.337) and (4.339), which leaves an arbitrariness
parameterised by the D¢ functions a,(z) used to define Ur(x) = Dr(g(a(x))). This corresponds
to the need to specify the arbitrary functions A% when setting up the system of differential
equations.

A practical way to provide A is actually indirect, and is based on imposing a gauge condi-
tion C [ff] — 0 on the A% that eliminates the gauge freedom. Such condition must be accessible,
i.e., given an arbitrary configuration A% it must be possible by means of a gauge transformation
U to obtain a new (but physically equivalent) configuration A/ that satisfies C [Ay] = 0. The
gauge condition should also have a unique solution, thus removing the gauge arbitrariness com-
pletely. Once that the gauge condition is imposed, the value of A% is determined by imposing
the constraint equation Eq. (4.392). Looking at it backwards, one has that using the resulting
A% one obtains A® satisfying the desired gauge conditions by imposing the constraint, up to an
initial condition. Either way, at this point both A% and some combination of the A% has been
obtained explicitly in terms of the remaining fields and their derivatives; only these ones still
have to be determined by solving the equations of motion.

Recall now that by definition the canonical momenta conjugate to Aj are

0L
oo = = = — o = poro 4.
AT : (4.395)

so in particular
n® =o, (4.396)

and
I0§ = 11%F = 98 A0 — 90A% — g f. AR A0 = TI® = (A% £ VAP 4 gL AVADY . (4.397)
By plugging Eq. (4.395) into the first equation in Eq. (4.390), we find
—OpF0 = 0 = .10 = Jo°, (4.398)

This shows that only two of the Ii¢ are independent (before imposing any gauge condition!).
Even after specifying the arbitrary functions A%, so that they can be dropped from the set of

dynamical variables, one still has only two sets of independent I1% and three sets of /_f“, so that
one cannot invert A% for the II%. In order to be able to do so, one needs to impose a gauge

condition on the ff“, so that one set of A% will be fixed and the inversion becomes possible.
While before A% was determined by combining the gauge condition with the constraint on
ff“, now it is determined by combining the gauge condition with the constraint on I1% and the
definition of TI*. One can then trade this situation for having the gauge condition on Aa plus
a condition on A% and the constraint equation on I as given, with the defining relation of
I in terms of A% and A® becoming a dynamical equation for A% in terms of II* and A%. In
particular, the constraint Eq. (4.398) can be recast as a constraint on the momentum conjugate
to the combination of A% determined by the gauge-fixing condition.
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Hamiltonian approach At this point, two coordinates are specified, two momenta are con-
strained, and the remaining pair of coordinates and momenta are actually dynamical. One can
then try to set up a Hamiltonian formalism in a standard way. Naively, one would do so but
performing a Legendre transform with respect to the remaining dynamical variables only and
resolving the constraints in the Lagrangean. This is not generally guaranteed to work, since
taking derivatives of the resulting Hamiltonian with resolved constraints with respect to the
dynamical variables may not lead to equations equivalent to the original Lagrangean equations
plus the gauge condition. This can be seen by the following example:
dF(z, f(z))  0F(z,y) OF (,y) df(z) , OF(z,y)

L 9P (,y) ” . (4.399)
da 9 |y fia) AW yepw) do 0T |y p(a)

As a matter of fact, a Hamiltonian density J€ associated with £ which is a function of A**
and A*® only through A#* and ITF*(AH® AH®) can always be defined. This is obtained in the
standard way as

Aoy = =11 A + 1) — L, (4.400)
where “can” stands for “canonical” and only the constraint II°° has been imposed, and m = i1)7°.

By considering an arbitrary variation of A and A one shows that ., depends on AHe
only through the variations §II** of the momenta:

-5 - 5 . . 0% . 0% 0% . 0.
Oon = —OII% - A* —TI* . § A“ — JAM — JAW — — o —
0, 1) 0AY 4+ omp + oy — 6 5 A0 1) B30 A7) o 90 o %
-5 . 0% 0%
- _ a pa _ ap _ bl
Ol - A% 4+ dmp — S A 5 A" o a0
(4.401)

However, one cannot get the Hamilton equations of motion this way since the SII% are not
independent due to Eq. (4.398). The proper way to deal with this issue is briefly discussed
below. Here we attempt a more direct approach.

Recall the relevant equations. The equations of motions are

a“Fa,u,I/ — _Jaz/ — _Jau _ Jg'l/’ (4402)
where the gauge and fermion currents read

ngy = _gfabcAchuyy

_ (4.403)
i = =gty
The conjugate momenta are
e = pand (4.404)
and explicitly
nv=o,
T — 98 A% — 904 — g f AP AD — (3, A% 4 A% 4 g AV AO) (4.405)
= A%+ (Ondac + grac AR AC) = —[A* 1 (DY 4%)°)
The gauge current can be written as
JE = =gfape ALFN = —g fupe NP = g fupe AT = g fap A 117, (4.406)

T = —gfupe ALF 4 ALPER) = g f 4 (APTIF — ALFIF),
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The constraint equation, i.e., Eq. (4.402) for v = 0, is
O F0 = g F™H0 = — ja0 (4.407)

and in terms of momenta
V-1 = —Jo°, (4.408)

More explicitly
ﬁ : ﬁa = —JJ%O - gfabcgb . ﬁc = —J%O +gfbacgb . ﬁca
- 1%0 = (ﬁéac - gfbac/_(b) : ﬁc = (vkéac + gfbacA]?)HCk (4409)
= (Vibae + ig(t%)ac AT = (DY), 1% = W) . 17

The dynamical equations of motion, i.e., Eq. (4.402) for v = k = 1,2, 3, read

D F%k 4 9, Fik = _gyF™0 4 9; Fok = — ok (4.410)
and in terms of momenta
" = 9, Fek 4 jok . (4.411)
The divergence of this equation is
RIT™* = 9,0, F¥F 4 9% = 9% = —85J%° = 9p(V - TI* + J) =0, (4.412)

due to antisymmetry of F%* and conservation of J* and so it expresses the consistency of the
constraint Eq. (4.408) with the temporal evolution.
To remove the arbitrariness of A% associated with gauge invariance, we impose the following
condition:
A®B =0, (4.413)

This is called the axial gauge condition, and one can show that given any gauge configuration,
one can perform a gauge transformation that leads to a new configuration satisfying Eq. (4.413).
Since Eq. (4.413) must hold at all times one has that A% = 0, and from Eq. (4.405) it follows
that

% = —93 A% . (4.414)

We now solve the constraint equation Eq. (4.408), obtaining
ViM% +0s1% =V -9 — 054 = —JO = —J# — gfacAl -1
A)

BADC =V, MY+ J0 =V, T4+ gfareAl TG + 70 = (DFY 1) + I3,
(4.415)
where the subscript L indicates that the sum over spatial components is restricted to k =1, 2.
A solution for A% is obtained by integrating twice over z3 with suitable boundary conditions,
which we denote as ]

AaO —
03

(6 LTl J“O) , (4.416)

where the right-hand side depends only on /_f‘i, f[‘i, and fermionic (matter) fields. Substituting

in Eq. (4.414) we find

1 f= =
% = — 934 = % (vL I+ J“0> . (4.417)
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Since 1% = 0, we now have that the pairs of variables (4%°,T1%°) and (A%, 11%3) are entirely
expressed in terms of (/T‘j_, ﬁ‘j_) = (A%, 11!, A%2 T19%) only. In the remaining, dynamical equa-
tions Eq. (4.411) for k = 1,2 there appears the following quantities (here F' ik denotes that one
restricts j,k =1,2)

8ijjk + 83Fa3k = Oijjk + 6363Aak = Oijjk — 8§Aik , (4 418)
T = gfane(APTIF — A PIT). '
where the axial gauge condition has been imposed. Equation (4.411) for k = 1,2 then reads

ﬁak — vlijfjk _ agAfik + le_k , (4419)

with the right-hand side a function of (A%, Ti%) only [once A% is expressed through Eq. (4.416)].
Using Eq. (4.405) one has the relation

A ST 4 V1A 4 oA AP — T 1 (DDA, (4.420)

which is again entirely determined in terms of (ff‘i, ﬁ‘i)
We now tentatively define a Hamiltonian density as

A= i A 4w — 2(A, ), (4.421)

where . is expressed in terms of (A%, Ti%) using the gauge condition and Eqs. (4.416), (4.417),
and (4.420). Since

FapVFEV — 2Fak0FIgo + FaijFi[; — _2Hak1—[ak + Faijﬂcje
a3 _ - - — — ..
A0 ot L 1ie — 2(95A)? + 205 A% - DA% + FUI P, (4.422)
— A% =TI 4+ VA + g fa AT AL,

one finds
A =T (M 4 VAP + g fop A AD)
_ %ﬁiﬁ‘i _ %(agAGOV n %ao,/i’i -3 A% 4 iFjijFiij
+ 1) — m) — Pitg At Y + i g At ) — PV — m)
- %ﬁ‘i 19 + 109 - VA9 — ADg fop, APFTIPE — %(&aAaO)Q (4.423)

1 5 5 1 . - = _
+ 503 AL - 03T + L FIVFL; — AT 4 A - Jpy =YY - m)y
Loy sy 2 o 1 | gty
= I3 +1II5 - VAN — 490 90 — 5(3314“0)2 + 505 A1 - 0547 + ZFIUFEJ

+ A TE = DY —m)y.
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Integrating over  and using integration by parts and Eq. (4.416) one obtains

H:/d?’x%

1=, = - 1 1. - -
= /d% {gﬂiﬂ‘i — APV, T 4 J9) — 5(63A“°)2 + 505 A - 03 AY
1 aij a Aa 74 T (3
+ZF¢JFLU + AY - TR — 0@y - m)zb}

1~ 1
:/d3x{2 10 + 5 (8 AD)? 4 05 AT - 3 AT + FMJFJ-ZJ—’_AG Ty = 0¥ —m)y

(4.424)
In order for the usual Hamilton equations to describe the temporal evolution of the system, they

should match the one described by Eqs. (4.419) and (4.420). To see that this is the case, we

compute
5 82Ab0
OH ey - / atz 40 () (A7)
OI%% () OTI4" ()

4.425)
) 62Ab0 - (5Fb.- (
7515 = — A (x) + T (2) + /d?’z —Abo(z)i( 54%(2)) + lFb’J Lij '

SAT ()

§A% (z) 2+ §AY(x)

For the first equation we have

0 (8§Ab0(z)) i
— 3 " = (V2 .6, caAC 5@ (5 —
S~ (Vi + e () 80— o) a2
= (V3 40ab + 9feba AT (2) 6P (2 — 1),
from which we obtain
oH
s =@ — [ @2 A0 (V340 + 90 AT (2) 60z )
ol ()
1% (a) 4 [ %00 - 2) (Vi + ofenATa(2) 4(2) (4.421)
= 19" (2) + V 1k A (@) + g fare AT (2) A () .
For the second equation we have
§ 62Ab0 b0
( ; k (Z)) = 5JGk(Z) :gfbacHT(Z)a(g)(Z_x)7
A" () dA ()
" (4.428)
FY ..
1ij

ok = ab(aiznkj - ajznkz)é(g) (Z - l‘) - g(fbacnikAij + fbcanjkAii)é(g) (Z - :E) )
dAY(x)
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from which it follows

OH ak ak
5A‘ik(x) = —03A7 (z) + JFJ_("E)
+ /d?’z (—Abo(z)gfbacﬂf(z)é(g)(z —x)
1 1] z z
+5 F1 6ab (07 iy — O ma)6 (= — )

_g(fbac'r/ikAij + fbcanjkAﬁ_i)é(g) (Z - l‘))

= —03 A% () + JEE (2) + g fare AP (@) 1P (2) + O, F 1 (2) — gfape Ay () F P ()
= —03 A% (2) + I (2) + gfabc<Ab°< 1 (z) — AY () FP* () + 0,F 1™ (x)

= —05 AT (2) + JEk (2) + T (z) + B F{* ()

= —03A% (z) + < )+ O F ‘“’f( ),

(4.429)
having used the gauge condition A% = 0 and Eq. (4.406). According to Hamilton’s equations,
one should have3?

oH ok (2)
Sk () YD
5lH o (4.430)
s

and comparing with Eqs. (4.419) and (4.420) this is exactly what we find.

Canonical quantisation The main result of the lengthy procedure discussed above are the
Hamilton equations Eq. (4.430), which allow one to write the temporal evolution of the uncon-
strained variables (A% ,I19) in terms of a restricted but otherwise standard Poisson bracket,

Ay, ={A%,, HY, 09 ={u{*, H}, (4.431)

where

OF oG IF 9G
0AY, ok omek 0A%,

{F,G} = (4.432)

In order to quantise the system, one can promote (ff‘i,ﬁ‘i) to operators and the (equal time)
Poisson bracket to a commutator, {-,-} — —il[-, -], i.e.,

{A% (@), I () }er = 00, 0P) (z — y) — [AT4(2), I (y)]ET = 1000 (z —y),  (4.433)

resultlng in the temporal evolution of the operators (A‘i,H“) being given by (fl‘i,f[‘i) =

(— [A‘i, H], - [H‘i, H)), with H equal to Eq. (4.424) with (A‘i, H“) set equal to the solution of
Eq. (4.430) (up to operator-ordering issues). Since we are imposing quantisation conditions only
on a restricted set of variables, we are not incurring into contradictions between the commutation
relations of the full set of operators (AZ,H““) and the constraints, since these are determined

by the expressions of A%, A% TI%0 and II®3 in terms of the restricted set of variables (/T‘i, f[‘i)

32The opposite sign with respect to the usual equation is due to I1%* being conjugate to A%, = —A%*.
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and by Eq. (4.433), thus resulting in commutation relations, that are automatically compatible
with the constraints. This would not have been the case had we directly imposed the standard
commutation relations

[AS, (@), I (1)]er = 16001, (z — y), (4.434)
which instead would have been incompatible with the constraints.

Hamiltonian equations of motion - reprisex We now briefly return on the Hamiltonian
approach. The canonical Hamiltonian density reads explicitly

%an = _ﬁa : jfa + “;’70607;[) -
1

ik
1P

_ _ - - 1
— IJe. (Ha + VAaO +gfabcAbACO) + §Fa0kFézk +
2 T a /.~ (R
— gD A% — DDV — m)yty
_ _ - - 1 =
— IJe. (Ha + VAaO +gfabcAbACO) _ §(Ha)2 +

+ g At — DD — m)yty

1

ajk ha
TR

= %(ﬁ“)2 + I VADC — (J& + JE0) A + iF“ijJ@k
— DY —m)ty
= SV 4 (- A — J04%) 4 LR, — D — m)yo.
= %(ﬁa)2 — (V- TI% 4 J90) 490 1 iF“jk Tk~ 1/71(1'D,(€R) — m)y* 1) + total divergence .

(4.435)
At this stage the momenta II% are given functions of A% and A%, and as such one has that
1% vanishes. This constraint is then imposed in Eq. (4.435) to drop a term %A% from the
full Legendre transform % A% — . This constraint follows directly from the definition of the
momenta and so it defines the submanifold in the phase space (A®,I1%") where any possible
trajectory of the system must lie, not only those that solve the equations of motion. In contrast,
the constraint on II% follows from the equations of motion and so holds only for a the class of
trajectories that obey them, and should not be imposed at this stage. It should be noted that
extending #., beyond the constraint surface II? = 0 involves some arbitrariness, since all that
is required is that it agrees with Eq. (4.435) on the constraint surface.

As explained above, although %, depends on the temporal derivatives of the fields only
through the momenta, one cannot get the equations of motion straightforwardly from it, since
one cannot get an equation for A% (A“O does not appear anywhere, and so this quantity is
arbitrary), and since the Lagrangian equations of motion include a constraint on the I that
depends on A%. One can nonetheless modify the Hamiltonian density and the Hamiltonian as
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follows,

1 = S o 1. . _
W — 5(1—[@)2 + (e v A _ JaOAaO) + ZFa]k ]qk . Qﬁ(ZD]iR) _ m)7k¢ + 4TI :
1 - Lo 1. _
H = / Bz {5(11“)2 + (% - VA — g0 490) 4 i Fokpe — DI — m)yEy + u“H“O}

= / &z {%(ﬁaﬁ — AV T 4 ) + iF"jk 4 —p(iDyY — m)yRy + uanao} ,
(4.436)
where the u® are a new set of variables, and obtain the correct equations of motion as the
usual Hamilton’s equations, plus the equations obtained by setting dH'/0u® = 0. Recalling
Eq. (4.406), Jg,o =9 fabcff b. ﬁc, one finds taking functional derivatives with respect to the
momenta

. OH'
al __ — ,Q
AT =
- SH' . . . (4.437)
1? =——=—IIj — vaaO + gfcbaACOAlga
OIIg
while taking functional derivatives with respect to the fields one obtains
. SH' -
HaO — _ — . T1¢ a0
5440 \Y% + JY
L, OH 1oF"! d.J" .
i = — = [ &z = Ff — A% — gtiA” 4.438

= (V3P = g fune AT + Tl + g fare AT + Ty, = V5P 4
and finally from functional derivatives with respect to u® one recovers the constraint on I1%°,

_5H/_ a0

_ — 1190, 4.4
0=~ (4.439)

The first equation in Eq. (4.437) gives A% in terms of an undetermined set of functions u?,
while the second equation can be recast as

19 = —(A2 + VA + gfuc AL AD) (4.440)

which is just Eq. (4.397). The constraint equation Eq. (4.439) gives I1°° = 0, so that substituted
on the left-hand side of the first equation in Eq. (4.438) one obtains the constraint on ﬁ“,
Eq. (4.398),

0=1% =V .1+ Jo. (4.441)

Finally, the second equation in Eq. (4.438) is
Jk = Jo =T — V,;F9* = gF*0 — vV, Fuk = 9y Fe0% v, ;Fk = 9, Frk - (4.442)

We have then recovered all the original Euler-Lagrange equations, at the price of introducing
explicitly the undetermined functions u®.
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Constrained Hamiltonian systems* The reason why the procedure above works is the
following.?®> The situation we are dealing with is a special case of a singular Lagrangean L =
L(q,q), a function of ¢%,¢* with a = 1,...,m, where the matrix Mgy,

9L

ab = 8qaaq.b 5 (4443)

is not invertible, i.e., det M = 0. Let the rank of M be m —r, 0 < r < m (we assume for
simplicity that it is constant), and relabel the variables so that the rank of the restricted matrix
Mag, A, B=1,...,m —r,is equal to m — r. Let

paza—q,a, a=1,....,m, (4.444)
be the canonical momenta. By the inverse function theorem, at least locally one can invert the
m —r velocities v* = ¢4 as a function of the m —r momenta pa, A = 1,...,m—r, of the ¢%, and
of the remaining velocities v = ¢*, i = m —r +1,...,m, i.e., v4 = fA(¢% pa,v’). Substituted
in the equations for the remaining momenta p;, ¢ = m —7r+1,...,m, one must have that the p;
are independent of v*, or the rank of M would exceed m — r. There are then r equations,

)

= =mi(¢*,pa), i=m-—r+1,...,m, (4.445)
aq UA:UA(qaypAﬂﬂ)

Di

showing that the momenta p, are not all independent. The functions ¢;(q%, ps) = pi — 7 (q%, pa)
then define constraints ¢;(¢%, p,) = 0 among the canonical variables, called primary constraints.
One then defines the primary Hamiltonian as

H(qavpav ,Ui) = [ptlva - L(qav ,Ua)]vA:fA(qayPAWi) (4 446)
= pAUA(qavaa UZ) + piUZ - [L(qa7 va)]UA:fA(q“,pA,vi) :

This depends on the canonical variables plus the set of velocities that could not be inverted.
One now shows that H (g%, pg, ") is linear in v* with coefficients ¢;:

OH (q%, pa,v’) OL(q*,v®) f (g% pa,v’)
— i —\PAT——a— i
a'U 8U UA:fA(qa,pA7'Ui) 8’1)
n (m N 3L(§“;v“) ) (4.447)
v vA:fA(qa,pA,vi)
B A a7 ,Ui " .
= (pa — pa) % + (pi — mi(¢",pa)) = ¢i(¢", Pa) ,
and conclude that ' . '
H(q% pa,v") = H(¢", pa) + V" ¢i(¢%, Pa) , (4.448)

with vi-independent H. One can now finally show that the Lagrangean equations of motion are
equivalent to the Hamilton equations,
.« OH ) oOH OH
q = 3> DPa = —F7 0= - .
Opa dq® ovt

(4.449)

33The following discussion is based on T. Thiemann, “Introduction to Modern Canonical Quantum General
Relativity”, section IIL.1 [arXiv:gr-qc/0110034].
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In fact,

OH(¢" pasv) _ [a OV _ 5L(qaav“)@}
Ipa, I Opa O Opalyaspaqgepa)
= [v® +pa@ _pa@} = ’Ua’ A=fA(ga i
9pa OPa ] ya—pa (g pa i) ’ et
OH (q%, pa,v?) [ ov*  OL(q%,v*) OL(q*v*) ov®
N T aq“]vA=fA(qa,pA,vi) (4.450)
[ ov* OL(q%v%) o®
~ [P T o _paa_qa} VA= FA(q® pa)
OL(q%,v%)
dq° vA=fA(q%pa,vt) ’

OH (¢%, pa,v*)

S0l = ¢i(q", pa) -

The first equation in Eq. (4.449) gives ¢* = v®, which in particular for a = A gives i =
fA(q% pa,v?), while ¢ = v simply assigns the value v* to the temporal derivative of ¢*. Inverting
the inverse function f4, one sees that the p4 are related to q,¢ by pa(q, ) = dL(q, v)/(%A\U:q.
The third equation requires ¢;(¢%, ps) = 0, and so using the definition of the constraint one finds
pi(q,4) = OL(q,v)/0v"|y—4. Finally, using this in the second equation, one has

g <8L(q,v)>

~ OL(q*,v%)
Cdt ov® N

0q° ’

v=q

(4.451)

v=q

which are the Euler-Lagrange equations of motion. The v’ are at this stage arbitrary non-
dynamical variables, not obeying any equation of motion and not restricted by the constraints.
However, the existence of solutions to the equations of motion compatible with the constraints
may impose restrictions on the v*; whether this happens or not depends on the details of the
system.

In our case, £ is independent of A%, so it is easy to identify the velocities that can be
inverted, namely A% that can be written as functions of II% and A (which is a particular
subset of A% and the remaining velocities A%°, on which A% depend trivially). The resulting
primary constraints are simply I1°° = 0, and the primary Hamiltonian equals the canonical
Hamiltonian plus 11%0v®. The primary Hamiltonian then depends on the canonical variables
plus the set of v, and the Hamilton equation for A%, A% = % merely expresses the fact that
A% is arbitrary at this stage. One can show that now restrictions on A% are required by the
equations of motion, and so they are fully arbitrary (see below).

Going back to Egs. (4.436)—(4.439), the equations of motion obtained from J#' = ., +
u?II? can be summarised as

.8 _ 0 7
ia 0 an
Af == (4.452)
: 0
I — can
0A
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Using standard (functional) Poisson brackets,

0F G 0F 4G

F = — 4.4
tha GAG oTIam §TIar §AG (4.453)
Eq. (4.452) can be written in compact form as
A% = {A H'} m {A™, Hean} + uP {A, 11"},
(A, 'y ~ { b+l ) s

I = {1, H'} ~ {1, Hean} + u"{A%, 11},

where ~ means that equality holds when imposing the constraints (after computing the brackets).
This follows since

{F, w1} = o {F, 10} + {F,u"} 1% ~ «*{F, 10} (4.455)

clearly holds. The u® are arbitrary. For a general function F,
F~{FH'}. (4.456)
Gauge-fixing in the constrained Hamiltonian language* To make the system of equa-
tions fully determined, one can add a set of gauge conditions G%(A) = g(A%) = 0, which act as

a further constraints. Consistency of the primary constraints and of the gauge conditions with
the equations of motion requires

0~ {Hao’ Hcan} + ub{HbovnbO} = {HaoyHcan} = ﬁa = _6]1;[4(;3&]11 )
i~ ® Hean byra HbO _ @ Hoo = Na can
0~ {G%, Hean} + uP{G*, 1"} = {G?, Hean} = G 96 Ml

yielding a set of secondary constraints. This procedure should in principle be repeated, but one
can show that no new constraints are generated from II% (which is nothing but the constraint
on I1® originating from the equations of motion for A%°, that we repeatedly discussed). One can
show that {1:[“, 1%} = 0, so in particular if no gauge condition were imposed, then no restriction
on u” would be found, implying the full arbitrariness of A%°, as anticipated. Moreover, one clearly

has {G%, 11"} = 0, and using the Jacobi identity
{Go, 1Y = ({G, H}, TI?"} = —{({I1*°, G*}, H} — {{H,TI*"}, G*} = {IT°, G} . (4.458)

At this point one has four constraints, and if indeed one imposed a good gauge fixing condition
then the u® should not be undetermined anymore. This is the case if

0~ {G* Hean} + ub{G*, 11"} (4.459)

is such that K% = {G® II"} can be inverted to yield a solution for u°. This means that no new
constraints are obtained by requiring consistency of G with the equations of motion, but merely
a (complete) restriction on the u’, and the procedure of looking for new constraints stops.

The matrix of Poisson brackets of all the constraints ® 4 = I1%0, IT*, G%, G* is of the form

0 0 0 -K
0 0 K K 0 c

Cap ={®4,Pp} = 0 -K 0 P | = <—CT d) , (4.460)
K 0 -K 0



for some K% = {II° G’} and Kb — {G*,G"}. Clearly, K, K, and K are diagonal. Since
obviously [c,0] = [K,0] = 0, it follows by elementary linear algebra that

det C' = det (cc’) = (detc)? = (det(K?))* = (det K)* # 0. (4.461)
The matrix C is invertible, and one can then construct the Dirac bracket,
{F,G}p = {F,G} — {F,®}(C"H)*P{®p,G}. (4.462)

One can show that the Dirac bracket has all the good properties of a Poisson bracket (antisym-
metry, derivative property, Jacobi identity), and moreover is such that if G is a function that has
vanishing Poisson brackets with all the constraints on the resulting constraint surface &4 = 0
(first-class function), then for an arbitrary F,

(F,.G}p = {F,G}. (4.463)

Moreover, if G is one of the constraints that have at least one non-vanishing Poisson bracket
with another constraint, then {F,G}p = 0 for arbitrary F. Here all the constraints are of this
type, and so {F,®4}p = 0. By construction, H' = H,, +u’TI?" has vanishing Poisson brackets
with all the constraints on the constraint surface ® 4 = 0 (the secondary constraints and the u®
were found precisely by requiring this) and so is first class, and therefore

Fr~{FHY~{F H}p. (4.464)

One can furthermore show that the Dirac bracket is equal to the Poisson bracket computed with
a suitable restricted set of variables (Q%, P,),

(Fyen _ OF 0G_ OF 0G

= 907 9B, ~ P 90" (4.465)

When quantising, one can then promote the Poisson bracket of this restricted set to a commu-
tator of operators, with the resulting operator Hamiltonian H’ automatically generating their
temporal evolution. One can verify that the restricted set of variables (ff‘i,ﬁ‘i) used when
quantising in axial gauge is precisely such that {F, G}*" = {F,G}p.

Path-integral quantisation Having performed canonical quantisation of the system, we can
now forget about it and use the equivalent path-integral formalism, where vacuum expectation
values of observables are obtained by suitable insertions of functions O[A,,] in the path

integral
/DAL/DHL/Dw/Dw exp{z’/d4w [—ﬁi.zfiﬂzb—%]} , (4.466)

where now ﬁ‘i and A® are not related, but are simply integration variables, and ¢ is given by
Eq. (4.423) (or an equivalent expression differing only by a total divergence) where A%° should
be expressed as a function of ﬁ‘i and A% through Eq. (4.416). Here suitable “€” terms are
understood. While the exponent in Eq. (4.466) is quadratic in ﬁ‘i so that the corresponding
Gaussian path integral could be evaluated explicitly, the result would involve a field-dependent
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functional determinant, and it would be even harder to keep track of the already non-manifest
Lorentz invariance.
To make things easier, we proceed as follows. As mentioned above, 7 is a function of
H = (119, A°, A% where A% should be replaced by
AaO _ Aa(_’a ga)’
1 -
a a a Ta a0 a a a
Al A = 5 (vl “ 4 )—;B( 4, 4%, (4.467)

B (Y, A7) = (Vo - 11 4 70) = G3Ac (M1, A°).

The quantity A® enters the exponent quadratically, resulting in a factor

exp {—z' / d4x%(83Aa)2} (4.468)

in the integrand. This factor can be expressed as follows exploiting the properties of Gaussian
integrals,

exp{—z/d4 (D3A)? }—exp{ /d4x A“82A“} —exp{ /d4x B“%B“}
x /DA0 exp {—z’/d4x <—A“08§A“0 — B“A“(])}
/DAO exp{ /d z { (034702 4 A0 (ﬁj_'ﬁ(j_+¢]a0>:|} ,

(4.469)
where now A% is a new set of integration variables, unrelated to (II%, A%), and the omitted
proportlonahty factor is ﬁeld independent and will drop from any expectatlon value. Recalling
that J J%O +g fabcA Hi, one sees that the exponent is linear in H“

After rewriting the integrand in this way we have for the integral

/ DA, / DA° / DII / Dy / Dy el (4.470)

— 5 - 1- - -
I = / d*x [—Hi - A%+ hidy e — It 0% + = (83Aa0) A (vl 4+ J“O)

where

1 A A L aij a Aa  Ta T (s
- 58314'1 “03 A — ZFJ_]FJ_ij — A TR 96y - mW]

_ 5 1- — - - -
- / d*e [—Hi AT - ST+ 5 (agAao) — % VLA 4+ AT 4 gf AL -TIG)
1. - 1 az PO _
— 583.4‘1 agAa ]FJ_Z] AJ_ . JFJ_ + w(la — m)l/):| s
(4.471)

having used integration by parts, and we have set 7 = i1)y" (ignoring field-independent factors
in the Jacobian). We can now proceed to perform the Gaussian integral over I19 . Collecting all
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the relevant terms, we find
1- - - N - - - -
/DHL exp {—i/d‘lx [—H‘i 4P AT VLA — gf AV AS -H‘i]}
X exp d*z (ff“ + V1A — g AP AS ’
2 1 1 9Jabe 1
1\ 2
_exp{ /d4 aOA“’f ok A — gfabcAbOACk) }—exp{2 /d4 (Fj‘fo > }
:eXp{—g/\d‘lejOij]_’Ok} 5
(4.472)

again with an irrelevant, field-independent proportionality factor that can be ignored. The path

integral of interest reads now
/ DA, / DA° / D) / Dy el (4.473)

with
a a a a 1 i a
I= /d4 [ ROk pg . — —a AP AL — —83A ks AL 4Fl’FM-j
+ (i) — m)p + AGTE + A% J%’i]
4 1a0ka 13(10 a13ak a 1aija
= d*x —§FJ_ FJ_Ok—aa A 83140—58 AJ_ (93AJ_,€—ZFJ_ FJ_ZJ (4474)

+ (i — m) +i gA Dty + 4 gA“ kwt“fy zp}
/ da [ L ponw —I—?Z(ilﬂ—m)?/)} _ / P L sy

with . the original classical Lagrangian from which we started [see Eq. (4.380)], and the notation
| 4a3_¢ indicates that it has to be evaluated at A% = 0. The path integral of interest can now
be written simply as

/DAO/DAL/DQ/J/D&eifd%flAaLO _ /DA/D@Z)/D& H5(Aa3($))eifd4xg,

(4.475)
where DA =[] " DA* is the integration measure over all four spacetime components of A**, and
the axial gauge condition is enforced by a product of delta functions. Expression Eq. (4.475)
is particularly nice since it is Lorentz invariance except for the enforcement of the gauge con-
dition, and since it looks exactly like what we would have naively guessed for the path integral
formulation of a gauge theory, with the usual phase factor " with S the classical action, and
a constraint on the integration variables enforcing the gauge condition.

Unfortunately, things are not so straightforward, and the simplicity of Eq. (4.475) is a con-
sequence of the gauge choice: if one were to repeat the quantisation procedure in another gauge
f?[A; 2] = 0, one would not find the same expression with [[, , & (A®3(z)) replaced by the corre-
sponding gauge-fixing quantity [ ax0 (f*[A; x]) (beside encountering other complications along

Aa3—=(
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the way). On the other hand, the explicit breaking of Lorentz invariance in axial gauge is unde-
sirable, and one would prefer to use other gauges where Lorentz invariance is manifest. We will
see below how one should modify the formalism in order to be able to do so.

Gauge fixing In the meantime, one word about what kind of gauge fixing we are generally
interested in, also to explain some notation that will be extensively used below. We have
already used above the notation f?[A;z]. These are meant to be non-gauge-invariant gauge-
fixing functionals of the AZ(y) that depend on a and z. The simplest possibilities are f®[A; x] that
are functions of the AZ(:E) and their derivatives at x, such as the axial gauge condition f* = A%
used above, or the well-known Lorenz gauge condition f* = 0,A%. On the other hand, one
could also use non-local functionals, such as exp{t®f%[A;z]|} = Pexp{ig szo i dm“Ath}, with
Cuo, specified paths from a reference point zp to  and Pexp the path—orderea exponential,

X e \n 1 1
Pexp {ig/d:cmgtb} = Z%/ dsl.../ dsy i (s1) ... &M (s0)P(Auy (51) - -« Apy (50))
C n=0 * 0 0

z(0,T

20 =m0,  a(l) =z,  i(s) = dx;fs) ,

P(Au (s1) ... Ap,(sn)) = 0(sp — sp—1) ... 0(s2 — sl)Ai’}ltbl . Ai’;tb” .

(4.476)
Besides the choice of gauge fixing functionals, there is also the question of how these are used,
i.e., how the gauge condition is enforced. The most straightforward way is simply to impose
them strictly at all space-time points.?* On the other hand, one may want to impose the gauge
condition more “softly”, by disfavouring gauge configurations that violate it without entirely
forbidding them in the path integral. In general, one wants to use a numerical functional
B([f], that depends on the f%[A;x] for all values of a and x, to weigh the gauge configurations.
Examples are the strictly-enforcing delta-functions,

Blf] =] 6(r14;2) (4.477)
or the “softer” Gaussian functional
B[f] = exp {—% /d4:c fo14; :c]f“[A;a:]} : (4.478)

Gauge-invariance of the integration measure As a preliminary result to extend the path-
integral formalism to a more general setting, we now show that the integration measure is gauge
invariant. To this end it is sufficient to consider infinitesimal gauge transformations,

a a 1 a c
Aty = A = 2 0uc + JabeAbe€ . (4.479)

34Notice that one has to be cautious when using nonlocal choices such as the one discussed above and in
Eq. (4.476). Requiring f* = 0 is equivalent to imposing W (zo, z) = Pexp{ig fczo’z d:c“Ath} =1, and in doing so
one should be careful in choosing paths so that no closed paths is formed. In fact, this quantity is gauge-invariant
for closed paths, i.e., for x = o, so that in this case it cannot be modified by a gauge transformation; and it
obeys the semigroup property W (zo, z1)W (z1,z2) = W (zo, z2).
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One has for the integration measure the relation
DA, = Det N DA, (4.480)

where Det A is the functional determinant of the Jacobian matrix

JA¢ ()
_ €p _ ved)(, c vsd) /) _
Nab;},ua:y 5A—g(y) 5ab5H 1) (!E y) + fabce (l‘)éu 1) (33‘ y) (4481)
= 5,76 (@ — ) [0ap + i€ () (E4)at)] -
One finds, since €© are infinitesimal,
Det N = det(5,”) Det(6™ (z — y)) det(5ap + ie°(2) (t5)an)
v w ab (4.482)

=1+ic(x)trty =1,

where we use the fact that the functional determinant Det(6¥) (z —y)) of the functional identity
y
dW(z —y)is 1.9

Gauge-group measure A second preliminary result to be discussed is that of the invariant
measure on the gauge group. In general, we are interested in gauge transformations that map our
fields, collectively denoted by ¢, into new fields ¢, where A = A%(x) are the parameters entering
the (finite) gauge transformation matrices U(A) = e*2*(®* | Due to the group composition law,
if we first transform ¢ — ¢/ = ¢, and then ¢/ — ¢p, ¢’, the full transformation is implemented
by the matrix U(A;)U(A2) = U(K(A2,A1)), and so is equivalent to the transformation ¢ —
Pk (As,n,), for some functions K*(Az(z),A1(x)) = K(A2,A1)%(x) entirely determined by the
group composition law. Set now

0K (A, €)%(x)

Rabay(A) = = 5@ (z —y) OK*(A(x),¢€)

68W) o | _ = - Ra(A@). (1.483)

We want to show that the measure )

A DetR

is left invariant by the change of variables A = K (A, A), corresponding to setting U(A) =
U(A)U(N). As a first step, notice that

(4.484)

- 0K\ A)(x)

DA =DADet M(A),  Mapuy(A) = - 4.485
MB), MR = T (4.455)
Next, changing variables in R(A), we find
i OK(AA), 0% x)|  _ SK(K(\A),e)(x)
Rabay(A(A)) = 5 (y) o 5 (y) L (4.486)

35While this statement is a bit shaky from the mathematical point of view, what matters is that Det A is a
numerical factor that does not depend on the fields, and therefore drops from any expectation value.
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The parameters K (K (]X, A),€) correspond to the a composition of gauge transformations, and
exploiting associativity of the group composition law we find

U(K(K(\A),€) =U(e)U(K(MA))
=U(K(A,e)U(N)

U(UMUM)

. (4.487)
U(K(\ K(A€)),

ie.,

K(K(\A),e) =K\ K(Ae). (4.488)
Using this in Eq. (4.486) we find

~ 0K\ K(Ae)) 4 0K\ A)(z) SK (A, €)¢(2)

Rabzy(A(A)) - 5€b(y) /d 5Ac z) A=K (R0 56b(y) N

_ [ 5K(A,f&)“(x) O [ X i

(4.489)
But then
1 ~ - 1 N - 1

DA perr@) — DALMY sy~ DA P M R B e M

o (4.490)

7 DetR(A)

as it was to prove. Notice that since R is diagonal in space [see Eq. (4.483)], the gauge group
volume equals

Vo = / DA 5 R H / dA(@) S R va, (4.491)

where Vi is the volume of the group (in the sense of the Haar measure). This is yet another
mathematically not well defined quantity, that is fully regularised by discretising spacetime on
a finite lattice, but diverges in the continuum limit.

Gauge-invariant path-integral formulation What we did so far was to canonically quan-
tise the theory in axial gauge and then represent the result as a path integral. In principle,
one could do without canonical quantisation entirely and formulate the theory directly in terms
of a path integral. This is done by identifying the expectation values of field products defined
from the path integral with the vacuum expectation of (time-ordered) product of field operators,
which implicitly defines the vacuum state and the action of the field operators on it. One then
identifies the states of the system with what one obtains by acting on the vacuum with products
of field operators, and gives them a Hilbert space structure by using the vacuum expectation
values to define scalar products (linearity is trivial). Apart form technical issues, the trickiest
point is showing that the scalar product defined in this way is positive-definite. This is partic-
ularly tricky for gauge theories because the states that one would like to have in the physical
Hilbert space are only a subset of all those that can be built acting on the vacuum with the
field operators, namely the subset which is left invariant by gauge transformations. The initial
construction produces in general a pre-Hilbert space structure where states with zero or nega-
tive norm may be present, from which one has to build a proper Hilbert structure by somehow
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isolating the physical states. This can be done, but it requires us to have a gauge-invariant
path-integral formulation to begin with, so that gauge-invariant combinations of fields can be
identified and used to build gauge-invariant, physical states.

The most straightforward way is to give a precise meaning to the following path integral,

/ D¢ 1P10[¢] (4.492)

where ¢ denotes collectively the gauge and matter fields and O is a generic observable. Modulo
renormalisability issues, this object is in fact formally gauge invariant if O is, since S and the
measure are. However, precisely because of this reason, each point on a gauge orbit (i.e., the set
of configurations that are connected by gauge transformations) will give the same contribution
to the integral, that will contain a gauge-group volume factor Vg, that as we saw above is
divergent. At the very least, then, we need to use

L / Do S04 (4.493)

Va
where formally the divergent gauge-group-volume factors cancel in the numerator and denom-
inator. This expression becomes mathematically well defined if one regularises the integral by
replacing the infinite spacetime continuum with a finite, discrete lattice of points (this takes
care of regularising UV divergences as well). This can be done in a manifestly gauge-invariant
way, which can then be used to define the desired theory in the limit in which the discretisation
is removed. This is the lattice approach to gauge theories.

The lattice approach is, however, quite inconvenient for perturbative calculations, since it
breaks Lorentz invariance. Instead, we would prefer a formulation that works directly in the
continuum and in infinite volume, so that Lorentz invariance can be preserved. In doing this we
have to take into accoount that perturbation theory requires to define a propagator, and this
cannot be done starting from the gauge invariant Lagrangian. In fact, the part quadratic in the
gauge fields reads

1

L =~ (0" A™ — 9V A™) (9,45 — 0, 4)
| (4.494)
= —§A““5“b (=On + 0,0,) A” + total divergence.

The kernel ICZbV (z—y) = 6% (~0Onu,+0,0,)d™ (2 —y) has zero modes, and so cannot be inverted.
Indeed, the longitudinal component of A%, Aﬁ” = M0, A", is clearly a zero mode of ICp, (z —y).
Even more simply, going over to momentum space one finds

K2 (p) = 6 (p*nyw — ppupw) (4.495)

and clearly I@Zbu(p)p” = 0. The longitudinal component of A% is precisely the component
corresponding to the gauge directions (i.e., only Aﬁ“ changes under a gauge transformation),

and unsurprisingly it does not appear in .Z ), In order to make the path integral finite and be
able to define a propagator we need to remove these zero modes from the path integral, either
by imposing a gauge condition that just picks out one representative from each gauge orbit; or
at least by including some non-gauge-invariant factor that dampens out the integrand as one
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moves on the gauge orbits, and in doing so lifts the zero modes of K, to nonzero modes. One
would then naively consider path integrals of the form

/ Do eS190[¢]BIf(4] (4.496)

where, as already explained above, f,[¢;z] are non-gauge-invariant functionals of ¢ that depend
on a and z, and B[f]| a numerical functional of the f,[¢;x] for all @ and x. Such a functional
should be chosen so to make the integral convergent (and at the very least not invariant) along
the gauge orbits. The path integral obtained after canonical quantisation in axial gauge is of this
form, so one may hope to connect that to more general gauge-fixing approaches, in particular
ones that do not spoil Lorentz invariance. It turns out, however, that (4.496) is not a gauge-
invariant quantity even for gauge-invariant observable O, and so is not good enough for our
purposes.
To obtain a gauge-invariant object, we define the matrix

]:ab:cy [¢] = M s (4497)

56b (y) e=0

and its functional determinant Det F[¢], the Faddeev-Popov determinant. Here ¢. denotes the
transformed of ¢ under an infinitesimal gauge transformation with parameters €*(x). Explicitly,

()t (4.498)

The quantity we are going to study is the integral

To = / Do e'S1410[¢] B[ f[¢]|Det Flg) (4.499)

We will show that for gauge-invariant observables O, Zp is independent of f, and depends on B
only through a constant, field-independent factor that drops out of ratios of Zp, so in particular
out of the expectation values (O) = Zp/Z;. Equation (4.499) can then be used as the starting
point for a gauge-invariant path integral formulation of gauge theories in the continuum that
allows for a perturbative treatment. Notice that Zy is well defined also for non-gauge-invariant
O: it simply gives results that do depend on f, and B.

To connect this with our previous result and to have a feeling of how F is computed, notice
that for the axial gauge choice f, = A* and B =[] a 0(fal®; x]) one has

Joloe; 7] = A§(2) = $05¢"(2) + faan A5(2)e" (@),
%’(ﬁ;x] = a0 =)+ L A5()6 D a — ),

BIfl¢l)Det Fl¢] = [T 8(4" (@))Det (~ 16050 (@~ ) .

(4.500)

and so after imposing the axial gauge-fixing condition Det F is a field-independent, constant
quantity that factors out of the path integral, and so drops in expectation values. In other
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words, up to an irrelevant factor the path integral of interest in axial gauge, Eq. (4.475), is a
quantity of the form Eq. (4.499), and the same applies to Eq. (4.475) with the insertion of gauge
invariant observables. According to our statement about Zo, results obtained through canonical
in axial gauge and through Zp with more general gauge-fixing functionals do coincide.

We now prove the statement. First simply relabel the integration variables as ¢, and
then change variables to ¢ so that ¢,[¢] are the fields obtained from ¢ through a finite gauge
transformation with parameters A:

Tp = / Doa 5198 0[pr] BLf[pa]]Det Flga]
_ / DgDet % &SOO8 BLF (¢ [#]]IDet Floa 4] (4.501)
- / Do ¢S9O (9] BLf [ [4]IDet Floa 4],

wheere in the last passage we used gauge invariance of the measure, of S, and of O. The left-
hand side is A-independent, so we can integrate it over the gauge group with some factor p[A]
and divide by the integral of p and obtain the same quantity. Then

1 1 ,
To g [ DAl = 5= [ DAL [ Doc OB oxldlIDet Floalell. (4502
where we also included a gauge-group volume factor. The key point is now that

Ofa T Ofal(@x(a0l)); 2
Flonle) = Lellpldac)  _Shlomagelidl]

)
- / g, 2all95lo))i 2l OK (A, )°(2)
5A(2) A=K(Ae) deb(y)

(4.503)

e=0

- /d4z jacxz[¢A [(b]],R’Cbe[A] )

so that Det F = Det JDet R. This suggests we choose p = 1/Det R. Furthermore, Det J is the
Jacobian factor for the change of variables from A%(x) to f,[¢a[¢; z]] and s03

To=Tog- [ DA = o [ Doe¥0lg) [ DA BIfloxll] 2ot

1

_ 1 iS[¢] _a iS[¢]
Vg/we 0[¢]/DfB[f] cBVG/we old).

(4.504)

All the dependence on B is contained in the numerical prefactor Cg, which does not affect
expectation values, as was to be proved. The formalism developed above is known as the De
Witt-Faddeev-Popov formalism.

36Tt is implicitly assumed that Det J never vanishes, so that |Det J| = £Det J with the same sign every-
where, which also means that the change of variables is invertible at all z, and there are no multiple As solving
fa[éa[¢;2]] = fo. This turns out not to be the case due to the existence of Gribov copies. Nonetheless, for
perturbative calculations where one is interested only in fluctuations around vanishing guage fields, this does not
constitute a problem
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In order to set up perturbation theory, it is convenient to use a B that makes calculations
simple. Such a B is for example the Gaussian functional of Eq. (4.478), that we slightly generalise
to

B[f] = exp { Zg

where ¢ is a new gauge parameter. Moreover, it is convenient to use Lorentz-invariant gauge
fixing functionals f, to keep Lorentz invariance manifest, such as the Lorenz gauge gauge-fixing
functional,

d*z fO[A; 2] fOA,; x]} : (4.505)

Jao = 0, A", (4.506)
which yields
B[f] = exp{ 5 d4xz (O A““) } = exp{ 5 d*x ,,%Lomnz} . (4.507)
For this choice one has
fabxy = biaxu (A‘W(x) - lagea(x) + fachcu(‘T)eb(‘T))
deb(y) g
= 0uy (302600 (@ = 1) + fars A" ()0 (z — 1))
= 200, (00,00 (& — ) +ig( i fo) A (2)0) (x — ) (4.508)

= 100 (0208 (@ — ) + ig(t2) A% ()0 (@ — y) )
10, (D) D (w — ),

where it has been made explicit that the derivative 0., and the covariant derivative in the adjoint

representation D! u) act here on z. Including the contribution from Eq. (4.507), the quadratic
part of the gauge-fixed Lagrangian ¢’ = ¥ + .iﬂgLong reads

1 1
1 (2) = _§AW (=0 + 0,0,) A™ + 2—£A““8u8,,A“” + total divergence

1 1 (4.509)
= —§Aa”6ab <—Dnu,, + <1 - g> 8,;9,,) A" + total divergence.
The modified kernel is now invertible, as it is evident going over to momentum space:
1 Pub Lpup
K:fzf(p) = 5 [pzmw - <1 - E) pup,,} = 5abp2 me - == V) +z ¢ /;) V} )
(4.510)

_ 1 PuDy DPuPv 1 PuPv
IClulab :5ab_ |:< L — M >_|_ M :| _5ab < L —(1— M > ]
w7 (D) 22 |\ =7 §—5— P 2 (e (1-9) pe

Now that a gauge-field propagator is defined, one can read off the interaction vertices from the
cubic and quartic terms of the gauge-field Lagrangian, as well as off the matter Lagrangian,
and derive the Feynman rules of the theory. Notice that since the propagator is the lowest-
order contribution to the two-point function <AZA3> = ICL;lab(p) + ..., it is a gauge-dependent
quantity. Nonetheless, the perturbative series is gauge independent.
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Ghost fields The Faddeev-Popov determinant in the calculation is most easily dealt with by
representing it as a Grassmann path integral,

Det F = /Dw/Dw* exp {i/d4$/d4y wy(x) ]:ab:cywb(y)}
= /Dw/Dw* exp {i/d4$$ghost} )

where w, and w} are two sets of independent Grassmann (anticommuting) variables collectively
called ghost fields, or simply ghosts, with a running over as many values as there are generators
in the gauge group. To distinguish them, w, are referred to as ghost fields and w as antighost
fields. A new quantum number, the ghost number, is introduced, taking value +1 for w,, —1 for
wy, and 0 for any other field. In this way one has an ordinary path integral with an extended set
of integration variables and a total Lagrangian that reads %ot = £+ Zahost = £+ Lot +Lahost -

The ghost fields are fermionic scalar fields, and as such they violate the spin-statistics con-
nection. The corresponding excitations then represent unphysical states that should not be part
of the physical Hilbert space. We already now that there exist gauges where ghosts are absent,
e.g., the axial gauge, using which a physical Hilbert space, i.e., including only positive-norm
states, can be reconstructed straightforwardly. Since the expectation values of gauge-invariant
operators in the De Witt-Faddeev-Popov formalism is independent of the gauge choice, the cor-
responding states in the reconstructed pre-Hilbert space will automatically have positive norms
independently of the gauge that one uses. One can then construct a physical Hilbert space also
using gauges other than the axial gauge, where in general one finds also zero or negative-norm
states in the pre-Hilbert space obtained from the path integral. These states, however, do not
affect the observable physics.

Nonetheless, the contribution of ghost fields to Zp is essential to achieve the desired gauge
invariance, and cures what otherwise would be problems with unitarity of the perturbative series.
In practical calculations, Feynman diagrams with external ghost or antighost lines can simply
be ignored, while those with ghost lines appear only in internal loops must be included. The
corresponding Feynman rules are derived from Zpo in the standard way. For example, in
Lorenz gauge one finds from Eq. (4.508) (using integration by parts)

(4.511)

‘/&Wﬁmm:—é/d%/ﬁ%wﬂ@@MDywﬁﬁw@—yWMw
—— [t [ dty [P bni(@)] 89 e = )

_ _é / e [( D;A)“)baﬁwwé(x)} wy() (4.512)

de 8,0 () (D) 4wy )

1
g
= é/d4x [8MW2($)8MMQ($) + ig(til)ab(auwé(w))wb(x)AC“(x)] '

The factor 1/g can be dropped since it can be reabsorbed in a redefinition of the ghost fields
producing only a constant prefactor for the path integral. The ghost propagator is the same as
that of a massless scalar field, and the only interaction term yields a three-point gauge field-
ghost-antighost vertex. As appropriate for a fermionic variable, ghost loops carry an extra
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minus sign with respect to analogous gauge-field loops, which are present in a non-Abelian
gauge theory due to the self coupling of gauge fields. This can be interpreted as ghost fields
compensating the inclusion of the unphysical degrees of freedom of the gauge fields, i.e., those
that are modified by a gauge transformation, when using gauge fixing procedures that do not
remove them completely. Notice that there are indeed as many ghost-antighost pairs of fields
(wq,w) as there are independent parameters A, in a gauge transformation.

As a final remark, we notice that when building up an operator formalism for the ghost
fields, one requires that w, and w} be sets of respectively Hermitean and anti-Hermitean scalar
field operators, wl = wq and wil = —wy obeying canonical anticommutation relations. However,
the momenta conjugate to w, and w; are proportional respectively to w} and w,. For free fields,
this means that nontrivial anticommutation relations are obeyed by the ghost annihilation and
antighost creation operators, and viceversa.

BRST invariance Wahile the formalism developed above is gauge-invariant, the total action
Ziot is not. Surprisingly, despite the presence of gauge-non-invariant terms, .%o still displays
invariance under a certain transformation, which is sort of a remnant of the initial gauge invari-
ance. In order to exhibit this symmetry, it is convenient first to recast Zy as follows,

IO:/DA/D¢/D¢/Dw/Dw*eifd‘*Mot
= /DA/D¢/D1;/DW/DW* i J 2 (L+Lyost) =3¢ [ d' fala

x / DA / Dy / DY / Dw / Dw* / Dh el 4% (£ Zgnow) o5 [ d' hahagi [ d' oo

:/DA/D¢/D¢/DW/Dw*/Dheifd4xfnewv

where we have used a Gaussian path integral to re-express the gauge-fixing Lagrangian in terms
of a new set of fields h, (the Nakanishi-Lautrup fields), with again as many fields as group
generators, and where

£

2

(4.513)

fnew =27+ W;Aa + hafa + haha s

(4.514)
Au(z) = / 'y Fap ey (y) -

We now show that Zeyw is invariant under the infinitesimal transformation &g, defined as follows:

Sotp = —igt Owat)

St = —igh(—t") wa ,
59 A% = 0(DMw)® = 0(Buw0 — faeAbise)
Sowa = 039 fapewpwe ,

dow, = Oghg ,
Sgha = 0.

(4.515)

Here 0 is an infinitesimal Grassmann variable, which therefore anticommutes with all fermionic
fields and commutes with all bosonic fields. This transformation is extended to more general
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functionals of fields by treating it as the infinitesimal version of a finite linear transformation.
In particular, it extends trivially by linearity to

59(A+ B) = (094) + (84 B), (4.516)
while for the product of fields
d9(AB) = (69A)B + A(0pB) . (4.517)

This extends straighforwardly by induction to the product of any number of fields. Then, for a
general functional,

Flgl=> > /d4x1.../d4xn Fayon,da,(x1)...o0a, (), (4.518)

n=0 {Al }n

with {A;}, = (A1,... A,) and each A; running over the basic fields (¢4 = ¥, 1, A, w,w*, h), the
transformation dgF is obtained using Eqgs. (4.516) and (4.517) together with the basic transfor-
mation laws Eq. (4.515), and is equal to37

O0F ¢
%HM=G%+%@—ﬂ@b@:/f$wi$%m@y (4.519)
For future purpose it is useful to define the operator s via
So (9] = OsF[¢]. (4.520)

The transformation Eq. (4.515) is known as the Becchi-Rouet-Stora-Tyutin transformation, or
BRST transformation. The transformation law of the gauge and matter fields is easily recognised
as an ordinary gauge transformation with not quite ordinary infinitesimal parameters ¢, =
—gOw,. It is then obvious that §p.Z = 0 since .Z is gauge invariant. To prove invariance of the
rest, it is convenient to prove first that the operator s is nilpotent, i.e., s> = 0. This in turn is
proved in steps, starting from the following observations.

1. For the basic fields one shows by direct calculation that s?¢4 = 0. This is done below in
detail.

2. For the product ®;®, of two monomials (i.e., products) of basic fields ®; 2, one has from
Eq. (4.517)
59(@1@2) = (59(1)1)(1)2 + (1)1(59(1)2) = (98@1)@2 + (1)1(98@2)

- 9((8(1)1)(1)2 + (_1)§(¢1)¢1(8¢2)) (4.521)

where .Z(®) is the fermion number of ® (1 for fermionic fields, 0 for bosonic fields), and
SO
$(B1Dy) = (5B1) Py 4 (—=1)7 (PP, (sBy) . (4.522)

3TThe functional derivative with respect to fermionic fields is also an anticommuting object and one should be
careful in specifying if it acts on the left or on the right of the functional. We will ignore this issue here.
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3. By direct inspection, one has for fundamental fields that the s operator transforms bosons
into fermions and viceversa, and so % (s¢4) = 1 — F(¢a), and so also for a general

monomial ® one has
F(sP)=1— F(P) (4.523)

which can be seen by using Eq. (4.517) and its generalisation to any number of fields.

By definition, dys® = 0s?®. Combining Eqs. (4.522) and Eq. (4.523) one finds

05%(®1@2) = 0ps(@1@2) = 0y ((501) @2 + (~1) 7" @ (50)
= (6 (sB1)) By + (sB1) (JgP2) + (—1)7 PV[(55®1) (sB) + Py (5p (sP2))]
(52®1) o + (5P1)8 (sB2) + (—1)7 V[ (sB1) (sBo) + B16 (5°D5)]
(5°®1) Dy + (1) 7P (5B1) (5D3) (4.524)
+ (1) 7O [(s01) (s02) + (1) 7"y (520)]]
0[(201) @3+ ((—1)7CP) 4 (—1)7 D) (501) (502) + @1 (5°5)]
=0 [(57®1) @2+ @1 (s°02)]

and so s?(®1Ps) = 0 if 32@1,2 are. Since this is true for the basic fields, it follows for any
monomial by induction, and to any polynomial of any order by linearity, hence to any functional
of the fields.

It remains to show that s2¢4 = 0. For ¢4 = v,

05 = 8yst0 = —igt" | (039 fareconeor) ¥ — wabigt'wy|

= —0ig°t* [%f abeWpWeth + itbwaww}
2 (4.525)
= _0i92 [%fabcta =+ itbt0:| Wpwe) = 0? [_Z'fbcata + [tbv tc]] Wpwe

2
= 9% [_Z'fbcata + Z'fbcata] wpwep =0,

having used wpw. = —ww, to replace t*t¢ with the commutator. The proof for 1 is identical,
replacing the generators t* = t%, in representation R with the generators (—t*)* = (—t%)* in the
complex conjugate representation R. For ¢4 = AZ,

982Az = 593AZ = aﬂ(eégfabcwwa) - gfabc |:9 (auwb - gfbdeAZwe) We + AZ(H%gfcdewdwe)}
=0 {%gfabca,u(wbwc) — 9 fabe (Qwa) We
+g2 fabcfbdeAﬁwewc - %ngabcfcdeAdewe}

=0 {gfabc( ,uwb)wc 9 ave (a,uwb) We + 92Azwewc (fabcfbde - %fadbfbec) }
= 06> Alwewe (§(63)abi (¢4 + (% Jaa et

2
- H%Aﬁwewc (—[ti‘, te] +i fcebtfg) =0,
(4.526)
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having used the anticommuting nature of the ghost fields to show

fabcau(wbwc) - fabc[(auwb)wc +wb(auwc)] = fabc[(auwb)wc - (8uwc)wb] - 2fabc(auwb)wc 5 (4527)

and to replace tt% with the commutator in the last passage. For ¢4 = wy,

1 g
05%w, = dpswy = Efabc[(eswb)wc + wp(Osw.)] = Hifabc[(swb)wc — wp(swe)]
e e (4.528)
= Hgfabc(swb)wc = Hgfabcfbdewdwewc = _ngcwdwefacbfdeb =0,

where we used the fact that fipewp(swe) = fape(Swe)wp = — faeh(Swe)wp = — fape(Swp)w, since sw,

is bosonic, and where the vanishing of the last quantity follows from the fact that wewgwe is

invariant under cyclic permutations of the indices, and that the structure constants satisfy the
identity

facvfaep + cyclic permutations of the underlined indices = 0, (4.529)

as a consequence of the Jacobi identity. For ¢4 = w},
0s°w’ = dgsw) = Sphe = 0. (4.530)
Finally, for ¢4 = h, one has trivially
0s%h, = dgshg = 0. (4.531)

Nilpotency of s is then proved.
To prove BRST invariance of Zew we now study the transformation properties of f,. To
this end, we use Eq. (4.519) to show that

(59f[¢; x] = (fa[¢ + 0p@; x] - fa[¢§ x]) ‘(9(9) = (fa[¢e§ ‘7:] - fa[¢; x]) ‘62—994“
= /d yéf“wﬁw] (—gbuwy(y)) = /d4yfabxy(—g9wb(y)) (4.532)

dep(y)
- / 0ty Fpoyin(y) = —900(x)

having used the fact that Fu; ., is a bosonic quantity, and so

e=0

sfald; 2] = —gAa(z). (4.533)
Then
9(Wala + hafa) = (swy)fa — wa(sfa) = s(wafa), (4.534)
and since also
ghaha = (s0))ha = s(wiha) (4.535)
we find
Wilha + hafut Sholta = s (i fut bewiha)) = s (Awh(fa+ dEhe)) = 5%, (4536)
9 g g

In conclusion,
Lrow =L + sV (4.537)

A quantity of the form s¥, i.e., in the image of s, is called BRST-exact. A quantity ¥’ such
that s¥’ = 0 is instead called BRST-closed. We have already mentioned that s. = 0, and since
the second term is BRST-exact one finds

5L ew = 52U =0, (4.538)

since s is nilpotent.
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BRST charge, BRST cohomology, and BRST quantisation As for any other continuous
symmetry, there is a Hermitean conserved charge Q) associated with the BRST transformation.
Due to the peculiar nature of the BRST transformation, that involves a Grassmann parameter
rather than an ordinary c-number one, this charge is a fermionic charge, in a sense to be explained
shortly. The charge ) generates the BRST transformation, and so for a generic field operator
& with definite fermion number

5® = 05D = i[0Q, D] = i(AQD — PIQ) = iH(QD T Q) = i0[Q, D]+, (4.539)

where the signs — and + correspond to the commutator and anticommutator, respectively, and
have to be chosen according to whether @ is bosonic or fermionic, respectively. Then,

(Q, By = —is®. (4.540)

As a consequence of nilpotency and of the fact that s® has fermion number opposite to that of
®, one has

0=—5d=[Q,[Q,d|+]+ = [Q,QPFDQ+ = Q*PFQIQ+(QPQFIQ?) = [Q% ]_. (4.541)

In order for this to vanish for all ®, Q2 must be proportional to the identity operator. But from
Eq. (4.515) we see that Q? has a nonzero ghost number, since its commutator with a basic field
of ghost number g yields a field with ghost number g + 1 (except for the Nakanishi-Lautrup
fields hy), and so the only possibility is for the proportionality factor to be zero, i.e., Q% = 0.

We now show that Q|phys) = 0 for any physical state |phys) = @|0) obtained by applying a
gauge-invariant operator O built out of gauge and matter fields on the vacuum |0). Such states
clearly have vanishing ghost number. We know that a BRST transformation of the gauge and
matter fields is a gauge transformation with parameters —gfw,, and so [Q, @]; = 0. The charge
@ is a spatial integral of field operators, and as such it commutes with spatial translations, i.e.,
[P,Q]_ = 0. Then 0 = [P,Q]_|0) = PQ|0), i.e., Q|0) is translation invariant and so Q|0) = ¢|0)
due to the vacuum being the unique translation-invariant state. But ¢ = (0|Q?|0) = 0, so
Q|0) = 0. Then Q|phys) = QO|0) = [Q,D]_|0) = 0, i.e., they are BRST-closed. If we now add
an arbitrary BRST-exact vector Q|a) to a physical state, we find for the scalar products

((phys'| + ('|Q) (Iphys) + Qla)) = (phys'|phys) + (a|Q|phys) + (phys'|Q|a) + (a'|Q*|a)
= (phys'|phys) .

(4.542)
Since such scalar products entirely encode the physics of the system, we have found that vectors
in the pre-Hilbert space that differ only by a BRST-exact vector represent the same physical
state. The physical Hilbert space is then obtained from the pre-Hilbert space by identifying
vectors differing only by a BRST-exact vector Q|a). In mathematical terms, this amounts to
associate physical states with equivalence classes with respect to the equivalence relation ~

defined by
|v) ~ |w) if |v) —|w) = Q|a) for some |a). (4.543)

In particular, vectors corresponding to physical states belong to the kernel of @), Ker@ =
{lv) | Qlv) = 0}, with vectors differing by an element of the image of @, ImQ = {|v) | |v) =
Q|w)}, representing the same state. Physical states are then the equivalence classes with respect
to ~ that contain elements of Ker ), which form the quotient space Ker @Q/Im @, or in other
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words they are the BRST-closed vectors modulo the BRST-exact ones. For nilpotent operators
@, the quotient space Ker Q/Im @ is called the cohomology of Q.

The discussion above suggests a different way to quantise a gauge theory, known as BRST
quantisation, that departs completely from the route followed above (i.e., generalising from
canonical quantisation in axial gauge). One starts from a path integral

/D(Zﬁ c+SBRST[] , (4.544)

where ¢ now denotes collectively gauge, matter, ghost, and Nakanishi-Lautrup fields, with SgrsT
the most general action of ghost number zero that is invariant under BRST transformations,
as well as under Poincaré and all other desired symmetry, and that satisfies the criteria for
renormalisability by power counting. We will show in a moment that such an action must be of
the form

SBrST[9] = Slephys| + sY[¢], (4.545)

with S a gauge-invariant functional of the gauge and matter fields ¢ppys only, and ¥ an arbitrary
functional of ghost number —1. One then identifies the BRST charge ) and the ghost charge
@)y and defines the physical states as the vectors of ghost number zero, i.e., Q,4|phys) = 0, that
are unaffected by any change §¥ of ¥. This means that a generic scalar product (phys'|phys)
between two physical states must be left unchanged, i.e.,

0 = §(phys’|phys) = (phys'|isd¥|phys) = —(phys'|[Q, §¥]|phys), (4.546)

which is true for arbitrary 0¥ only if Q|phys) = 0. We then require that physical states belong
to the kernel of @), with vectors differing by an element of the image of () being identified. One
can show that the space of physical states selected in this way is a proper, physical Hilbert space
with a positive-definite scalar product, and free of ghosts and antighosts. This is expected since
we already know that quantisation in axial gauge yields a proper Hilbert space of states, free of
ghosts and antighosts that are trivially decoupled. Since scalar products of physical states, that
are annihilated by @, are independent of the choice of W, and since there is at least one W for
which ghost and antighost states decouple from the rest, this decoupling will take place for an
arbitrary choice of .38

We finally show that Eq. (4.545) provides the most general BRST invariant functional of
fields. To do this, notice that except when acting on a functional of the h, fields only, the BRST
transformation Eq. (4.515) leaves the total number of w} and h, fields unchanged. In general,
we can write a generic functional uniquely as

Fl¢] = Fy[h] + f: Fy[d], (4.547)
N=0

where Fy|[¢] are in general sums of functionals containing N fields w} and h,, and at least one
basic field different from the h,. Since h, is BRST-exact, it is easy to see that so is Fj[h], and so
automatically BRST-closed (i.e., BRST-invariant). Moreover, sF contains exactly as many w}

3BRST quantisation (in the canonical formalism) is discussed in T. Kugo and I. Ojima, “Local covariant
operator formalism of nonabelian gauge theories and quark confinement problem”, Prog. Theor. Phys. Suppl. 66
(1979), 1-130.
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and h, fields as Fy, and so (sF')y = sFx. The most general BRST-invariant functional Sprst
is then of the form

Sersr[@] = Sh[h] + i Sn[d], (4.548)
N=0

with S}, arbitrary but automatically BRST-exact, and sSy = 0. Next, introduce an operator ¢
defined by
the = fw?,
©T e (4.549)
toa =0, ¢a # ha,

on the basic fields, and extended by linearity to act on a generic functional.?® Clearly t? = 0. It
is easy to see that
Stha:haa 3t¢A:07 ¢A7éha7

o = M (4.550)
tsw, = wy , tspa =0, bA F# Wa,
resulting in
ba, da=ws ha,
tlda = 4551
{s,t}¢a {0, b4+ b ( )

Applied on Sy, the operator {s,t} then simply counts how many fields w? and h, are there. To
see this in detail, notice that a generic monomial ® can be written as hq, ---hanh Wy, -+ Wh, . P,

with ® independent of h, and wy, and so

sthe ... ha, wp .. .wp P

: anh ni,
_ (sthal hh) hy - h @ = (thay - Pa,) <sw;; . ..w;;nz) i
— (=1)"" (thay - hay, Jwp, -, (5 @),

tsha, ... ha, wp, ... wy P

*Many, nk

= (tha1 “‘h‘flnh> (Sw{fl Wy CI)) + hay - ha,, (tswl’fl ...wl’fn*> P
. e\ N (4.552)
= (tha1 ...hanh> (wal "'an*) ® + hq, ... ha,, <tswb1 "'an*) o
(1) (thay by, ) iy, (59)
{s,tthay - ha,, wp, - wg‘% )

= (sthal...hanh>w§1...wzn;<f+hal .. h (tswgl...wgnz> o

Nay,
* *
= (nh + nw*)hal N hanhwbl .. wan}@ .

Using this result we now have for a BRST-invariant functional Sy with N antighost and h fields,

{S,t}SN = NSy = stSy +tsSy = stSy, (4.553)

39Since h, is a bosonic variable, one can write a generic functional F with all hs on the left as (schematically)
RN F, with F independent of h, without having to keep track of signs. Since tF = 0, there are no problems in
choosing the sign when defining tF = (thV)F £ RN (tF) = (thV)F = (3 w*hN 1) F, where the sum runs over the
ha, that t replaces with w,.
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so for N #0
Sy =s (%tSN) , (4.554)
i.e., Sy is BRST-exact. We then have

SBRrsT[®] = So[¢] + s¥[4], (4.555)

where we collected into s¥ all the BRST-exact terms. As for Sy, it does not contain any h or
antighost field, and since we required that Sgrgt has total ghost number zero it also does not
contain any ghost field. Then Sy = So[dpnys] is a functional of gauge and matter fields only, and
Eq. (4.545) follows.

BRST quantisation of U(1) pure gauge theory As an example of how BRST quantisation
works, consider U(1) pure gauge theory in Lorenz gauge. As this is an Abelian group, the
structure constants vanish. One starts from the Lagrangian Eq. (4.514), setting f = 0J,A".
There are a single gauge field, i.e., the photon field A, and a single pair of ghost and antighost
fields, w and w*. The ghost action is given by Eq. (4.512), and shows that ghost and antighost
do not interact with the photon field. The auxiliary Nakanishi-Lautrup field h can be integrated

out without problems, in practice by setting h = —f /¢, as long as one takes that into account
in the BRST transformation. The resulting Lagrangian reads
1 1
L == FuF" — %@AHF + Ow*0Fw (4.556)

and the BRST transformation i[Q, ¢]+ = s¢ becomes
sA,=0w, sw=0, sw'= —%@LA“. (4.557)

Following the canonical procedure, one solves the equations of motion for the massless fields A,
w and w*, all required to be Hermitean, and finds

Aufe) = [ d (0,0 + ap)1e7)

w(z) = /de (c(p)e_ip‘” + c(p)Teip'm) , (4.558)
w*(x) = /de (b(p)e_ip'x + b(p)Teip'x) ,
where df), is the usual invariant measure on phase space and p’ = |[p|. One then imposes
canonical (anti)commutation relations on fields and conjugate momenta, that are
0% 1
It = —— = —F0% _ 5t 9, A%, 4.559
(00 Ap) ¢ 0 (4.559)

for the gauge fields, and*’

m?L o . Or S

T = = 0w = = 9% 4.560
a(a(]w) a(a(]w*) ’ ( )
40Here Or/00; denotes the right derivative with respect to the Grassmann variable 6; of a function F(0) of
Grassmann variables 01, ... 0, defined as follows. One can always write the most general F' as

FO)=> Y. Faagay - -bay,

F=0 {a1,..a;}
aj<as<...<ap
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for the ghost and antighost fields. In particular, for the photon field one has

[Au(@), 1 (9)]er = i6," 60 (F —§).  [Au(2), A”®)]er = [Wu(2), 1" (y)]er =0, (4.561)

which are equivalent to
[AH($)7 AI/(ZJ)]ET = _’”7/(5/)5(3) (f - 37) ) [A“($), AI/(ZJ)]ET = [A“($), AI/(Z/)]ET =0, (4562)
where nfﬁ,) = diag(¢~!, 1, -1, —1). These imply

[au(p), av(@)'] = =20°@n)* 058P G~ 7). laulp) av(e)] = [au(p)',an(a)TT= 0. (4.563)

The nontrivial anticommutation relations for the b and ¢ operators are instead

{clp),b(g)'} = —2p°2n)*6@ (5~ 7).,  {b(p),cle)'} = —2p°2r)* 6P (F— 7).  (4.564)

Then ¢ and b' create a ghost and an antighost particle, respectively, and b and ¢ annihilate
a ghost and an antighost particle, respectively. Defining the vacuum state |0) as the state
annihilated by all the a(p), b(p), and ¢(p), and building the Fock space out of it by means of
creation operators, we see from Egs. (4.563) and (4.564) that this contains states of negative
norm. For example, for the states with one temporal photon [t(p)) = ag(p)t|0) one has

(6)It(0)) = Olas(pao(@)'10) = (Olfan(p): ao(a)110) = ~2° (26 G- 7). (4505)
Using now Eq. (4.557), we find

i [ a9, (1@, + [Quan(r)1e7) =

i [ a, ({Q,b@)}e—wu{@b( *}em zg

i [ a9, (1Qucto))e™™ +{Quel) ) =0,

puc T pMC(p)Tei”'””> :

/de p“a )e —ipw —p“au(p)Teip'x> ,

(4.566)
and matching coefficients we obtain
[Q,au(P)] = —puc(p),  [Q,a,(0)T] = prcp)t,
{Q,0(p)} = gp“au(p), {Q.0(p)"} = gp“au(p)T, (4.567)
{Q,c(p)} =0, {Q.cp)} =0.

It follows from the (anti)commutation relations with annihiliation operators that @Q|0) = 0: in
fact, acting on the vacuum with both sides of the relations one finds a,(p)Q|0) = b(p)Q|0) =
c(p)Q|0) = 0, so that Q|0) o |0), but since Q? = 0 the proportionality constant must be zero.

so it suffices to define Or/09; for ordered monomials M = 6,4, ...60,, with a1 < a2 < < ak, and then ~extend
it by linearity. If a monomial contains 6;, then it can also be written as M = (—1)"0s, ...0a, ,0; = M6, for
a suitable integer 7 and indices ai,...,ax—1. Then OrM/00; = M. TIf instead M does not contain 01-1 then
OrM/06; = 0. One analogously defines the left derivative by writing M = (—1)"6;65, ...0 = 0;M and
setting LM /00; = M, if M contains 0;, and zero otherwise.

Gp_1
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Consider now a generic vector |1)) corresponding to a physical state, i.e., obeying Q) = 0.
If we add a photon with polarisation e, i.e., we apply e"aH(p)Jr —=e-a(p)! on |), then

Qe -a(p)t|y) = (e pe(p)T|v), (4.568)

which still obeys the physicality condition if e - p = 0, i.e., if e is transverse, e# = (0,7 ) with
fi; -p =0, or if e is longitudinal, e# = p#, but not if e# = (||, —p). However, since

Qb(p)ty) = gp“w)w, (4.569)

adding a longitudinal photon gives a BRST-exact state, which is equivalent to the zero vector,
so in particular has norm zero. This equation also tells us that adding an antighost to a physical
state makes it an unphysical state. Finally,

Qc(p)Tly) =0, (4.570)

so that adding a ghost one still finds a physical vector, but since for any e* such that e-p # 0
one has

c(p)'|) = Qe -p)~e-alp)Tv), (4.571)

such a state is BRST-exact and so equivalent to the zero vector. One then concludes that the
physical states contain only transverse photons, modulo BRST-exact vectors containing ghosts
and longitudinal photons. Restricted to physical states the scalar product is positive-definite,
and a proper Hilbert space is then obtained.

5 Chiral anomaly

Quantisation of a field theory requires the introduction of suitable regulator, in order to deal
with the infinite number of degrees of freedom of the system. Such a regulator generally breaks
one or more of the symmetries of the classical action, and it is generally not guaranteed that the
classical symmetry is recovered after renormalisation and removal of the regulator. In particular,
finite symmetry breaking effects may ensue from naively vanishingly small symmetry-breaking
terms in the regulated action if they get multiplied by some UV-divergent renormalisation factor.
In this case the classical symmetry is lost at the quantum level, and an anomaly is said to be
present.

An elegant way to understand anomalies is in terms of the non-invariance of the path integral
measure under a transformation of the fields that otherwise leaves the action invariant. To be
mathematically sound, this requires to put path integrals on a more solid ground by formulating
them in Euclidean rather than Minkowskian metric.

Euclidean field theory Recall that in the quantum field theory of a real scalar field the basic
object is the following path integral,

7 = /[D(b] eifd4m(%(au¢aﬂ¢—m2¢2)_%_?¢3_i_z!l¢4) _ /[D(ﬂ eiS[(ﬂ ) (5572)
This object is the integral of a wildly oscillating function, and so has very bad convergence

properties, which are a bit improved by the inclusion of suitable “i¢” terms that damp the
exponential when the field and/or its derivatives are large.
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The convergence properties of Eq. (5.572) would be drastically improved if we could turn
the oscillating factor into a damped exponential altogether. This can be achieved by means of
the so-called Wick rotation, which consists in the analytic continuation of the time variable z°
from real to imaginary values. More precisely, one replaces

2° = —izpa, =g, (5.573)

everywhere, and in turn one defines the Euclidean field ¢g(xg) depending on the Euclidean
coordinates zp = (¥p, xp4),

p(z) = ¢(2", %) = ¢p(—izpa, T) = ¢p(TE, vp41) = op(2E),

n6(a) = (s, ) = iz d(irpa, ) = Opa6m(o). (5,574
,0(0) = 500" 8) = G bl —iwpu. ) = T p(r).

Under the replacement Eq. (5.574) the action becomes ((Vp) j = Ogj)

iSte] — i(=i) [ d'as [é (#(Op105(@p))? - (Veop(ap))? — m?}) - $16% - %qﬁ‘g}

—— [t [é (Op105(x6))? + (Veu(an)? +m*éh) + S0k + %@ﬂ

= - /d41’E B (0puE(zE)OpudE(zE) + M*Y) + %tﬁ?ﬁ; + %&E] = SpléE].

(5.575)
The action Sg is invariant under translations and under the four-dimensional rotation group
SO(4), which are the symmetries of four-dimensional Euclidean space, i.e., R* endowed with
the Euclidean metric*! Xp - Yy = XewYey = 0w XE,YE,. This is to be contrasted with the
symmetry under translation of the original action S|[¢] under translations and under the (proper
orthocronous) Lorentz group SO(3,1), which are the symmetries of Minkowski space, i.e., R*
endowed with the Minkowski metric X - Y = X#Y"7,,. For this reason, Eq. (5.575) is said
to define a quantum field theory in Euclidean signature, or briefly a Euclidean quantum field
theory. The basic integral Eq. (5.572) is replaced by

Z — Zp = /[ngE] e~ Selor] (5.576)

which (for positive g4) is the integral of a damped exponential, and so properly convergent
(after suitable regularisation). In fact, Eq. (5.576) is just the canonical partition function of a
spatially four-dimensional statistical mechanics system with Hamiltonian Sg and corresponding
Boltzmann weight e 2 %2 and for this reason is commonly referred to as the partition function
of the system. Correlation functions with respect to the Boltzmann weight e °E, denoted by
(...)E, are the result of Wick rotation of the Minkowskian Green’s function. For example,

G (z) = (¢(0)p(2°, T)) = ($(0)(—izpa, ©)) & = ($p(0)dp(ze)) s = G2 (xg).  (5.577)

“'"There is no need here to distinguish between covariant and contravariant indices since Xpg, = 0., Xg = X&.
“2Here one formally has kT = 1.
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Here Euclidean correlation functions are defined as
1 _
E\TE1)---QEXER))E = 5 E|€ E\TEL) - - QE(TER) - .
(0p(am). ép(@pa)p = 5= [[Dés]e 0 ¢p(@p). . op(zen) (5:578)

In operator language, the procedure described above corresponds to analytically continuing the
field operators to imaginary time,

o(t) = et H(0)e ™ — G(—it) = TP(0)e AT = dp(r), (5.579)

and represent the Green’s functions for imaginary time argument in terms of a path integral.
The result are the Euclidean correlation functions, in the statistical mechanics sense, of the
fields ¢ computed using the Boltzmann weight e™°#, which are obtained as in Eq. (5.578).%3
As already pointed out above, Euclidean (imaginary time) correlation functions look better
than their Minkowskian (real time) counterparts in terms of convergence properties of the path
integral. As a matter of fact, they can be even studied in a nonperturbative way by discretising
the path integral on a lattice and computing it numerically.

The procedure to get the physically relevant, Minkowskian Green’s function is then to start
from the Euclidean correlation functions, and then analytically continue back in the temporal
variable via g4 — i2¥. For example, for the 2-point function one first computes Gg) (Z,71),
and then analytically continues from 7 € R™ (resp. 7 € R7) to it, t € RT (resp. t € R7), i.e.,
counterclockwise in the complex plane, to get

GOt 7) = G (z,it). (5.580)

The case of general n-point functions is analogous.**

The extension of Wick rotation to gauge fields requires only a minor modification. Since A,
transforms like 0, the temporal component must acquire a factor of 7 in order for the Wick-
rotated action to display SO(4) invariance. One then performs the following Wick rotation of
the gauge fields,

Af (2", ) = iAYy (—izps, Tp), A}, Z) - ALj(—izps, Tp), (5.581)
with g = Z, resulting in

a

F§i (2%, &) — iFgy;(—izps, Tp) | Fi(a°, %) = Fp(—izps, TE) (5.582)

437t should be clear that the replacement Eq. (5.574) is not simply a change of integration variables in the
path integral. Recall that the formal path integral is obtained as the limit " — oo of the matrix element
(®(Z)|U(2T)|®(Z)) of the temporal evolution operator U(t) = e~ "*, integrated over ®(Z). One then writes
U2T) = eN! with T = Ne and with large N (eventually infinite) and small (eventually infinitesimal) €, and
inserts complete sets of “coordinate” eigenstates |¢(t, &)) after each e*“”. The result is an integral over the discrete
“trajectory” ¢(t;, &), with identical initial and final points, i.e., ¢(T = tn,Z) = ¢(—T = to, %) = ®(Z). The only
meaningful external parameter is T, with ¢; being merely an index for the integration variables ¢(t¢;,Z). The
analytic continuation 7' — —iT is a nontrivial operation, resulting in 7 being replaced by e 2TH which is a
completely different type of operator. In terms of the continuous trajectory ¢(¢, %) and its derivatives, which are
shorthand notations for ¢(¢:, Z) and [¢(ti+1, &) — ¢(ts, )] /€, and of the temporal integral [ d¢ f(¢) in the action,
which is a shortand notation for €} . f(t:), the analytic continuation ' — —iT corresponds precisely to the
replacement Eq. (5.574).

44 Conditions under which one can reconstruct a proper (Minkowskian) quantum field theory starting from
Euclidean correlation functions (or Schwinger functions) are discussed in K. Osterwalder and R. Schrader, “Axioms
for Euclidean Green’s functions”, Commun. Math. Phys. 31 (1973), 83-112; “Axioms for Euclidean Green’s
functions. 2”, Commun. Math. Phys. 42 (1975), 281.
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with F’ gwj identical in form to Fy, except for replecing Minkowskian with Euclidean fields. The
Yang-Mills action is then replaced by

1 1

(5.583)
—>—_Z /d TR 2FE4]FE4]+FE]]€FE]]€ /d4xEFE/u/FE/M/
Correlation functions are obtained starting from the partition function
ZE — /[DAE] _fd TE 4FgMVFgMV , (5584)

either suitably discretised on a spacetime lattice, or including a suitable gauge-fixing functional
and the corresponding Faddeev-Popov determinant if one is interested in perturbative calcula-
tions. Minkowskian Green’s functions are then obtained from the Euclidean correlation functions
by reversing the analytic continuation Eq. (5.581).

For fermionic fields the Wick rotation reads

¢(w0,f) — ¢E(—ixE4,fE) s @(azo,f) — @E(—iszl,fE) . (5585)

Rotation invariance of the resulting Euclidean action is made explicit by introducing the Eu-
clidean gamma matrices. In fact, the derivative term of the Dirac action is replaced by

D =DM =(0,+ ig Ay (@)t") " — i(Ops + igAG (x )t )Y + (Om; + igA%j(a:E)t“)’yj

| e N . (5.586)
=i [(Ops +igA%y(z)t")Y" + (0p; + igAG; (xp)t")(—y’)] = iDpyye, = ik,
where
DE;L = OEH + igA%u(xE)ta , (5.587)
and where the Euclidean gamma matrices
Yea=7",  mi= -1’ (5.588)
are Hermitean and obey the anticommutation relations
{VEw vEL} = 20 - (5.589)
The fifth gamma matrix is
_ 01,23 _
VEs = —YE1VE2YE3YEL = iV Y'Y =77, (5.590)
which anticommutes with all vz,
{’YEE,,’YEM} =0. (5.591)

The Dirac action is then replaced by

iSD = i/d4x QE(ZZD — m)l/J — Z(—Z) /d4xE @E(ZleE — m)¢E = — /d4$E @E(wE + m)¢E .
(5.592)
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Putting together the gauge and fermionic parts of the action, the relevant Euclidean partition

function is then
Zp = / DAp] / Diz] / D] e 5

Sp = /d4a: <iF§WF]_%W +Yp(DPp + m)T/JE> .

In the following we will be concerned with the Euclidean theory, and so we will drop the subscript
FE for notational simplicity.

(5.593)

Chiral symmetry For a single massless fermion, the fermionic action in Eq. (5.593) is invari-
ant under independent phase transformations of the two chiral components of the fields. Indeed,

since Y5 Py = —Pys1), setting ¥ = ¢r, + ¢g and ¢ = Y, + g with

YL,R = i 751% Vrr =1 ! i275 , (5.594)
one finds
Yr.rRPYRL = 1i75@1i751/1 ”tNﬂl:F%lj;%l/}—O, (5.595)
and so ) ) )
Yy = PLDYL + YrRDYR. (5.596)

The “left-handed” and “right-handed” component are then decoupled, and their phases can
be changed independently. The most general U(1) x U(1)g chiral transformation can also be
written as

. 1— — — . 1 5 . 1—75
w — ezaL 2 ezaR JW" wl 1/} — 1/1/6_20% +2’Y°‘ e—zaR 2%
.QR+QL .ap—ar _ _'O‘R+O‘L ap—oy
— el P} el P} ’st/ — /e ? D] el 5 5 (5597)

— ezaezﬁ% T,Z)/ ’ _ ¢/e—zaezﬁfy5 .

The chiral symmetry group is then also written as U(1)z, x U(1)g ~ U(1)y x U(1)4, with the
common change of phase ’® of the two chiralities being the “vector” part of the transformation,
while the opposite change of phase effected by €7 is the “axial” part of the transformation.
Invariance under U(1)y is recognised as the usual invariance under a phase transformation,
corresponding, e.g., to electric charge or baryon number conservation. This symmetry can be
preserved without problems when regulating the theory, and so it will survive the renormalisation
procedure.*® The situation is, however, more complicated for the axial part of the symmetry. In
general, under the transformation Eq. (5.597) one finds for the integration measure in the path
integral

_ _ ia iBs -1 L
DYDY = DYDY’ (Det <e0 e_om> Det <e . eié)%)) = Dy/Dye 2T (5.508)

Naively, one expects Trys = 0 since trys = 0. On the other hand, Tr formally represents
the trace over x, as well as over the discrete indices of the fermion fields, of an z-independent
quantity, and it is not warranted that the sum over the discrete indices has to be taken before
that over . One has formally a 0 X co kind of indeterminacy with the result depending on how
the summation is performed, and only after introducing a suitable regularisation to make the
whole expression meaningful one can determine the result.

45While it could still possibly break down spontaneously, the Vafa-Witten theorem forbids it. See C. Vafa and
E. Witten, “Restrictions on symmetry breaking in vector-like gauge theories”, Nucl. Phys. B 234 (1984), 173-188.
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Regularisation of the path integral Formally, the fermionic path integral consists of con-
tinuously infinitely many Grassmann integrations. To make the number of integrations countable
one regulates the theory by putting the system in a finite box with periodic boundary condi-
tions, which makes the spectrum of the Dirac operator I} discrete. One then expands v on
the complete orthonormal basis of eigenmodes u = ug(x)qq of the anti-Hermitean operator I,
Duy, = idpuy, with A\, real. Here o = 1,...4 is the Dirac index and @ = 1, ..., N, is the index
associated with the gauge group representation. Similarly, one expands ¢ on the basis u}; (the
difference being due to the different transformation properties under SO(4) transformations). In
both cases, the expansion coefficients are Grassmann variables, and one defines the path integral
as the integration over such expansion coefficients, i.e.,

= auy, ¥=Y aul, DYDY =[] darda, =DaDa. (5.599)
k k k

The fermionic action reads now
Sp = /d4x WP = Z Qj/ QL / d*x u};,lﬂuk = Z A ap(up , Puy,) = Z iAgagrag,  (5.600)
k! k! k
where
(ks upr) = Z/d4$ () g0 Uk (Y)aa »
oa

(5.601)
(g, Mus) = /d4$/ d*y ug ()5 Moa,o6 (2, y)urs (y) go -

aa, b

To see what is the effect of an axial transformation on Eq. (5.600), notice that if )1 = i\ then

D5y = —ysPp = —idys). (5.602)

For nonzero modes, Ay # 0, we can then organise the modes into pairs u; and u_p = Ysug
with opposite eigenvalues. For zero modes, Eq. (5.602) tells us that I} commutes with 5 when
restricted to the zero sector, and so one can diagonalise them together. One can then choose
zero modes vy with definite chirality, i.e., D1)g = 0 and V5100 = £, & = £1. Under an axial
transformation then (ignoring zero modes that do not appear in Eq. (5.600) )

P = Z apuy, = Py = Z aze’ﬂ%uk = Z a}, (cos Buy + isin fu_y,)
k k k
= Z (cos Baj, + isin Ba’_y) uy,

k
P = Z dkuL = /e = Z &zuleiﬁ% = Z aj, (cos ﬁuL + isin ﬁuT_k)
k k

k

(5.603)

= Z (cos Bay, + isin Ba,—k) “L )
k

from which one reads off the transformation properties of a; and a; thanks to completeness of
the basis,
ap = cos Ba), + isin Ba’

_ ) e ot (5.604)
ay = cos Bay, +isin fa_y, .
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For zero modes one has simply

7, / / ‘
¢|zero modes = E : AfoUky = € B%?ﬁ |zero modes — Z O, € Pero Uk »

ko,Aky=0 ko,Aky=0
7 1 - 3 T (5.605)
_ i o
w‘zoro modes — Z Ao Upy = (0 ’zero modes€”” 1® = Z ag, € ko Up, s
ko,Aky=0 ko, Ak, =0
and so
ary = ag, ™o, Gy, = a0 (5.606)

One can verify explicitly that Eq. (5.600) is left invariant by this transformation, since

aay — a_pa_y = (cos Bay, + isin Ba’_)(cos Baj, + isin Ba’ ;)
— (cos Ba’_y, + isin Bay,)(cos Ba’_, + isin Bay,)
= [(cos B)? + (sin B)?](a}a}, — a@’_a’_}) (5.607)
+ i(sin B cos B — sin Bcos B)(a’_a}, + aa’ ;)
Organising the Grassmann variables in vectors, schematically of the form a = (ag, ag,a—_x) and

a = (ag,ag,a—_g) with £ > 0 and the subscript 0 denoting the zero modes, the transformation
Egs. (5.604) and (5.605) can be written as

' ' 0 01
a=ePd,  a=€eTd, T=[0¢ 0], (5.608)
100
i.e., I' is simply 75 in the basis {ug}, Trrr = (ug, vsupr). In fact, Egs. (5.604) and (5.605) can be
obtained more directly as*6
ap = (u,w eiﬁ%q/}/) = Z(uk, eiﬁ%ukl)az, R ap = (6_216“/51/71/,11,]{) = Z(uk, eiﬁ%uk/)dz, .
k' k'
(5.609)
The Jacobian of the change of variables is then
DaDa = Da’Déa e 21T = Da/Da’ e 2P | Tryy = Z(uk,%uk). (5.610)
k

Sums like that in Eq. (5.610) generally appear when evaluating the Grassmann path integral
to compute correlation functions of fermionic fields. In fact, these turn out to be given by the
functional determinant of the Dirac operator times several copies of the fermion propagator,
which is the inverse of the Dirac operator. These can be written respectively as (for a massive
fermion)

. 1 1
Det (Ip +m) = I\ +m) = elos(iAtm) = ) ————— . 5.611
( ) 1;[( K +m) 2}; Dim 2}; e (5.611)

“Here (v, AY) = vaAaptps and (AY,v) = PsAfzva = L/;;;Azmva when Grassmann variables appear in the
scalar product.
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The infinite sums over eigenmodes in Egs. (5.610) and (5.611) are generally divergent and require
regularisation. Since we want to preserve gauge invariance, we need a gauge-invariant regulator,
which will be removed at the end of the calculation. We will then take care of the large modes by
inserting a factor f (]ﬁ2 /M?) whenever needed, where f is some smooth function with f(0) = 1
and f(oo) = 0, and M is a mass scale that will eventually be sent to infinity. Any choice of f

would do; we will take P Al for simplicity. Then, for example,

1 2?1 VI | po2 1
B LTk = 2 kg = ) jukeer p e (5612)
k k k

Choosing f as a function of I) guarantees that gauge invariance is preserved in the regulated
theory, and that the contributions of large eigenvalues are suppressed in the sum over eigen-
modes.

Transformation of the integration measure Consider now the effect of an axial transfor-
mation on the path integral measure. For the integration measure of pairs of opposite nonzero
modes we have

cosfB isinf

-2
S YA P A Y )
iSinB cos /8 >:| = dakda_kdakda_k N (5613)

dayda_pdagda_y, = dajda’_dayda’,, [det <

while for the zero modes one finds
dag,dar, = daj, daj, e "o , (5.614)

and so .
DYDY = ¢ FH0dg = SOy D = e 20Dy D (5.615)

where n4 is the number of zero modes of chirality 1. Apparently there is no need for the
regulator here, but this is only because we paired opposite nonzero eigenvalues before doing
the sum. This is just one specific way of computing the sum Tr~s in Eq. (5.610). As already
pointed out, this sum is only conditionally convergent, meaning that its result depends on how
we organise the terms, and gives Eq. (5.615) only if we sum over pairs of opposite nonzero
eigenvalues first. Summing over positive modes first we would instead get infinity, form which
we should then subtract infinity obtained from the sum over negative modes. To get rid of this
ambiguity, we regulate the sum as explained above to get

. B2 . 2 ) AR
Trvys — z\}linoo Trysem? = A}IEIOOZ(%,%GMQ ug) = J‘/}lglooze MZ (g, Y5 U
k k (5.616)

having used the fact that for nonzero modes u; and u_j are orthogonal, since they correspond
to different eigenvalues. Here n4 is the number of zero modes of chirality +1.

For a generic gauge configuration there is in general no reason to expect n, — n_ to vanish,
and so the integration measure has no reason to be invariant under an axial transformation.
The U(1)4 symmetry is the generally anomalous. To convince ourselves of this, and also to
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understand when there really is an anomaly, we need to recast this quantity in terms of properties
of the gauge configuration. Since the trace does not depend on the basis used to evaluate it, we
can as well estimate Eq. (5.616) by employing the plane wave basis,

o) = e, (5.617)
where 1) is a complete orthonormal basis of Dirac and colour space, i.e.,
Z(u(j))aa(u(j)T)Bb = GuOab - (5.618)
J
To evaluate the trace, we write
2 i
ﬁ = DuDu'Vu'VV = DuDu (%{'Vua%/} + %['Vua%/]) =D? + E[DH’DV]%['WL/VV] (5 619)
= D? — 1F,,0. = (0,0, + 2igA,0, +i9(0,A,) — Ay AL — F00,
where
ow = : 0wl Fuw =t"Fl,, A, =1"A%. (5.620)

In general, the results of acting with a differential operator F(0) = )", F, ()0} on the functions
g(x) and e**g(z) differ in a simple way,
F(0)e* ™ g(x) = " F(8 + ik)g(x) . (5.621)

wQ
Acting with eM? on a plane wave we find then

B2 0) _ v 1 v2_ 9 )
em? ) = e exp 2 [(D—i—ip) -5 /WU/W} U
' 7 _ (5.622)
=ePTexp {_W [p2 —2ip-D—D?+ §FWJW] } ul)
The trace therefore reads
17)2 d4p 4 3 . . _ 1 (2—2i -D—D2—|—£F ) .
’I&")%em :Z/ (2 )4 /d xu(])Te_Zp'xezp'x/yse M2 p P o puvOopuv u(])
. T
J
d4p p? 1 (9in-D4D2—9F
- / S / dhz e e ygens? (0D E ) (5.623)
T
4 .
= / (s ])94 /d4$ M* e P trptr, ’Y5eﬁ(2’Mp'D+D2_%FWJW) ,
T

where trp . denote the traces over Dirac and colour indices only. In the large-M limit, only
terms of order O(M~*) or higher from the expansion of the exponential can survive. On the
other hand, due to the trace over Dirac indices, only terms containing at least four Dirac gamma
matrices give a nonzero contribution, and so at least two powers of F},,0,,,, which already come
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with a factor M ~%. Then

. /) 4p —p2 4 92
A}linoo Trysem 1€ d*zx gtrc FwFpotrp V50,0 p0

2 4
g 1
— -3 <—2\/7_T> tr,. agd trp 757u%,7p70/d4x FSVF;’J

) (5.624)
= _g_d_R5ab(_4) d4 e Fb
~ T8 1672 Cuvea | © L po
_ g %dg 4 g dp 4
= 35,2 /d T €upo bl Fop = 1622 /d FﬁyFﬁy,
where F, ﬁyF = eu,,pUF ooy having used the identity
D V5V Vo VpYo = —4€uwpo (5.625)
and having chosen the normalisation
tre t2 = dpd® (5.626)

for the generators in representation R. For the fundamental representation one usually chooses
dr = % We then find

o g2dR 4 a 1a
Ny —N- = To-3 d*z FWFW, (5.627)
and
DYDG = DYDY ¢ P8 S P FiFl _ pyipgy o8 die o @) | (5.628)

for the transformation of the integration measure.

The nontrivial anomaly function o7 () results from the compensation of a factor M*, origi-
nating from the divergent sum over modes, with a factor 1/M*, appearing only as a consequence
of regularising the theory. One can show directly that using any function f(1?/M) with the prop-
erties f(0) =1 and f(oco) = 0 leads to the same result for <7 (z). The use of a function of this
type is forced on us by the request of preserving gauge invariance, and so while it is possible
to get o/ = 0 if one uses gauge-non-invariant regulators, there is no way of finding a vanishing
anomaly if gauge invariance is to be preserved. While being a consequence of the need to regu-
larise the theory, though, the nontrivial anomaly is at the same type independent of the specific
choice of gauge-invariant regulator, and so it is not simply an artefact of the regularisation
procedure.

Anomaly and topology More insight on the anomaly is obtained by realising that one has
o (x) = —4drq(zx), with

2 2
g = g
Q(:E) = 3972 FSVFSV = 3972 EuupongFgg (5.629)
the topological charge density. Equation (5.627) then reads
ny —n_ = 2dr@, (5.630)
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a result is known as the Atiyah-Singer index theorem, where @) is the topological charge,

2
Q= /d4:17 q(x) = # d*z €upo EFl oy - (5.631)
This quantity is a topological invariant, i.e., it is left unchanged by continuous deformations of
the gauge configuration, that moreover takes only integer values. The presence of a nontrivial
integrated anomaly is then related to nontrivial topological properties of the gauge group, that
allow the existence of configurations with Q # 0.47

The change of the integration measure under an axial transformation can then be seen also
as a change in the action, S — S — 2i8drQ. A term i0Q could be added to the action without
breaking gauge invariance, while P and C invariance would be lost.*® An axial transformation
would then correspond to 6§ — 8 —23dg. If one considers a massive rather than massless fermion,
the result obtained above for the anomaly does not change. On the other hand, the mass term
in the fermionic Lagrangian is not left invariant by an axial transformation. This can be used
to make the mass coefficients in the Dirac Lagrangian always real, sweeping any nontrivial
phase into the coefficient 6 of the topological term. The experimental value of 6 (defined as the
coefficient of @ when all fermion masses are real) is tightly bounded, |§| < 1071°. Explaining
why it is so is the so-called “strong C'P problem”.

It is worth noticing that ¢(x), and so o7 (x), is the total divergence of a current. Indeed,
understanding that t* are in the fundamental representation with dp = %, we have 2tr F,, F,, =
F), F,, and

€uvpott FuFpo = A€ pott [(0,40)(0,As) + 2ig(0,Av) ApAs — g° A AL Ay Ay

= deupotr [04(AL0,As) + 2ig(0, A1) ApAs]

(5.632)
2ig
= 48u6u,,pgtr AVOPAU + ?AVApAO':| s
and so
92 2ig
q(x) = 0, K, , K, = gew,pgtr [AVOPAU + ?AVAPAU , (5.633)

with K, known as the Chern-Simons current. The topological term therefore would not af-
fect the equations of motion even for 6§ # 0. On the other hand, it would lead to nontrivial
nonperturbative effects.

“TThe topological charge classifies gauge configurations that tend to pure gauge at infinity, A,(z) —
U(#)0,U(#)", where # = z/|z| is the direction in which infinity is approached. Since & € S® is a point on
the sphere 22 = 1 in four dimensions, configurations of this type provide a mapping from S® to the gauge group
G. More generally, in dimension n + 1 one ends up considering mappings from S™ to G. Such mappings can
be classified in equivalence classes, each class corresponding to configurations that can be continuously deformed
into each other, i.e., AV (z) and A® (z) are equivalent if A&l)(:c) = A,(x,0) and AELZ)(JJ) = A,(z,1) for some
continuous function A, (z,t), t € [0, 1]. Each class is called a homotopy class, and the set of all these classes form
the homotopy group 7,(G). Configurations with different @ belong to different classes, and @ # 0 is possible
only if 7, (G) is a nontrivial group, i.e., m,(G) # {0}. For example, 71 (U(1)) = Z, which means that U(1) gauge
theory in two dimensions has topologically nontrivial configurations. The same is true for SU(N) theory in four
dimensions, since 73(SU(N)) = Z. On the other hand, 73(U(1)) = 71 (SU(N)) = {0}, so topology is trivial for
four-dimensional U(1) theory and two-dimensional SU(N) theory. For details see, e.g., M. Nakahara, “Geometry,
topology and physics”.

48 When Wick-rotating back to Minkowski spacetime, €uvpo v Fpo is analytically continued to a real quantity,
hence a factor of ¢ is required in 0@ to obtain a term S;op in the Minkowskian path integral.
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Ward identities The consequences of the anomaly for correlation functions are summarised
in the Ward identities, obtained by working out the effect of an infinitesimal z-dependent axial
transformation,

(x) = 1 +if()ys)¥' (),  d(x) =4 (@)1 +iB(x)ys) .- (5.634)
A straighforward calculation shows that

() Py(x) = @' (2)(1+iB(x)ys) D(1+iB(x)ys)d' (x) =w’(w)lpw’(w)+i(0uﬁ($))w’(f€)’m%(w’(w))a
5.635
and so

S[, 9] = S/, ) — i / a4 B()0, 7 (st (2)
— Sl ) — i / dx B(2)8, (7' (@)ust () (5.636)
= S, ] — z'/d%ﬁ(:p)@ujgw.

The Jacobian of the transformation can be obtained by adapting the calculation of the anomaly
to an x-dependent 3, which amounts to replace®’

p? p?
BTrysem? — Tr fysem? = Z(ﬂuk,’yg,ew ug) Ze M2 /d4x6(az)uk(x)T’y5uk(x). (5.637)

k

Evaluating the trace on the plane wave basis as above, one finds simply
DwD,‘E _ eifd‘lmﬁ(m)y{(x)Dw/D,&/ —2dszd x B(x Dw/Dw (5638)

For the expectation value of an observable O, )] that under Eq. (5.634) transforms as
O, 3] = Ol ) + i [ d'a pla) AW, 5], (5.639)

we find
© =2z [pa [ Dy [ D50, )
_ / DA / Dy / D = StB1i [ d' 5(&) (05t 2dma(e))

<(owa+i [ d4xﬁ(w)A[¢,vﬁ;w]>

_ <[1—z‘/d4:cﬁ( )=0Oujsp(x )+2dRq(x)]} <O+i/d4xﬁ(xm(x)>> ’

“For an z-dependent infinitesimal transformation [see Eq. (5.609)],

(5.640)

ar ~ (uk, (14 iBvs)uw )ak = aj, + i(uk, Bysuw )ak ,

and
DDt = Dt)'De)p'Det [(1+ iﬂfy5)]*2 _ DQ//DQ/‘)/e—QiTr Brs
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and so
s (2)0) + 2dr(g(2)0) = (A(@)). (5.641)

The second term on the left-hand side shows that js, is not a conserved quantity.”® Indepen-
dently of the global topological properties of the gauge group, the topological charge density
q(x) o €upo F, Fly, is a non-vanishing local operator, and contributes a nontrivial term to the
Ward identities (even in the Abelian case). We stress again that this term originates from the
non-invariance of the path-integral measure under axial transformations.

On the other hand, ¢ = 9, K, and so we can write Eq. (5.641) as
—0u((Usp(x) — 2drK)0) = =0, (J5u(2)O) = (A(x)) - (5.642)

The current J5,, is now a conserved, but non-gauge-invariant current. After analytic continuation
back to Minkowski space, a careful study shows that Jsg, and not jsg, is formally the local
generator of axial transformations; and that the gauge-invariant vacuum is not invariant under
axial transformations. On the other hand, one cannot define the expectation values on a gauge-
invariant state of J5o times a gauge-invariant order parameter. This means that while axial
symmetry is spontaneously broken, in the sense that the vacuum is not invariant, there is no
need for the appearance of massless bosons, since the relevant expectation values of the order
parameters of the symmetry are not defined, and so Goldstone’s theorem does not apply.®!

The Schwinger model The anomalous behaviour of a gauge theory under axial symmetry
transformations has physical consequences. In the case of the physically relevant theories in
four dimensions, these have been confirmed experimentally. An example is the width of the
process 0 — 77, which due to the axial anomaly is much larger than one would expect. A
model in which the axial anomaly has dramatic consequences is the two-dimensional U(1) gauge
theory of a single massless Dirac fermion, known as the Schwinger model. This is an exactly
solvable model which displays confinement, with fermions and antifermions bound together into
a massive vector particle, which replaces the massless photon, and is the only particle in the
spectrum of the theory. As we will see below, these phenomena (confinement and dynamical
mass generation) can be understood in terms of the axial anomaly.

There are several ways to solve the Schwinger model. Here we follow the method of Roskies
and Schaposnik based on Fujikawa’s treatment of the path integral. The starting point is the
Euclidean partition function

7= / DA / Dy / D ¢~ Ssemineer Bf]

1 _ (5.643)
Sschwinger = / d*x (—FWFMV + wzpw) — 5,4+ 5,

4

01 O = O(y1, . .. yn) is a multilocal observable, depending only on the fields at isolated points yi, . ..y, then
A(z) is a contact term, given by a sum of Dirac delta functions d(x — y;) multiplied by regular coefficients that
depend on yi,...yn. When writing the left-hand side in the operator language one find the vacuum expectation
value of the time-ordered product of fields. When taking the 0y derivative, this acts either on jso, or on 6 functions
of the form 0(y; — z)0(z — yi+1), leading to the appearance of delta functions of the temporal coordinates times
an equal time commutator. On the right-hand side of Eq. (5.641) one has precisely the contact terms generated
this way. If the current were conserved, 9, (js,O) would vanish up to these contact terms; the presence of the
second term on the left-hand side means that 9, (j5,0) = 2dr{q(z)O) + contact terms.

51For a detailed discussion of these issues, see F. Strocchi, “An introduction to the non-perturbative foundations
of quantum field theory”.
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where Ip) = Dy, p= 1,2, with D, = 0, +ieA,, 1 = o! and 45 = 02, the Abelian field strength
tensor is F),, = 0,A, — &,A“.m The role of v5 is played here by v5 = —iy1y2 = o3. The two-
dimensional Levi-Civita symbol €, reads explicitly e;o = —e21 = 1, €11 = €22 = 0. Finally, B[f]
is a suitable numerical functional of a gauge non-invariant functional f[A;zx|, used to impose
a gauge condition. Since the gauge field is Abelian, there is no need for the Faddeev-Popov
determinant. For our purposes it is convenient to use B[f] = e~ 2 S LS4 404 the Lorenz
gauge functional, f = 9, A,, and eventually send { — 0, which practically imposes 0,4, = 0 in
the correlation functions. This choice is called Landau gauge.

The fermionic action is manifestly invariant under the axial transformation ¢ = e3¢}/,
b = ' | as well as under the vector transformation 1) = e’/ 1) = /e~ A calculation
almost identical to the one done above in four dimensions shows though that the measure is not
invariant under axial transformations, and so axial symmetry is anomalous. To see this we start
directly with the infinitesimal but z-dependent generalisation of the axial transformation,

P(x) = (1 +i0B(x)vs)Y (), () =9 (2)(1+i0B(x)s) (5.644)
which will allow us both to see the appearance of the anomaly, and to solve the model exactly.
Adopting the same regularisation for the path integral as above, we expand the fermion fields

2

»
in the basis of eigenvectors of I), and include a factor en? in the sums over modes. For the
integration measure we find

2

_ _, —2iTr | 68vse M2
DYDY = D' Diffe (s97eeie7) , (5.645)

while the fermionic action changes to
Spl, 4] = Sf[?ﬁ’ﬂﬂ’]—i/dzw 0B(2) 0y (V' yurs') = Sf[w',i/]—i/d% 68(x)0ujsu(x) . (5.646)

Evaluated on the plane wave basis, the trace in Eq. (5.645) gives

»2 2 ) 2 )
Tr (5575eﬁ5) = / ((21;))2 /d2$5ﬁ(x)e_2p'xtrp <75e%5> e’

d? (B+ip)®
5 famaa ()

5.647
d*p 9 7p2+lz>22+2z‘p-D ( )
:/W/d x6B(x)trp | yse M
d2 D2 €Fuy0.,+2iMp-D
= / (2;)92 e_pz/dQ:Eéﬁ(x)MZtrD <75e BT > .
In two dimensions
Flou = 2F2012 = —2iF19m172 = 275 F12 = Y5€u Fu (5.648)

®2Instead of z° — —iz o, here we are performing the Wick rotation as z° — —iz g1, and treating the gauge
field and the gamma matrices accordingly. This is immaterial since the Euclidean theory is SO(2) invariant.
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so in the limit M — oo

. 9 D27%Fuy0uy+2iMp‘D . 9 D27%'Y5€[J.VF,LLV+27:]\/IP'D
lim M*<trp [ vse M2 = lim M*trp | 15e M2

M—o0 M —o00
D? — Sys€,,F + 2iMp - D 2 (5.649)
T 2 2 15w 2 -3
= —eu b .
Momentum integration becomes trivial, and we conclude
lim T (5/3 i’%) =~ [ @26B8(x)en Fu(2) (5.650)
Jim Tr V5€ = x6B(x)eu Fn () . .

In the limit of constant 63, only exact zero modes contribute to the trace and we recover the
two-dimensional Atiyah-Singer index theorem,

e
Ny —n_ =—— /dzx € Fu (). (5.651)
4
For our purposes, instead, we write the net effect of the infinitesimal transformation as

DyyDpe= S Al = Dy Dol e~ Sil' ¥ Al i [ @ 58(2) (st 55 v Fuw )

e e (5.652)
_ DWD#J o~ Syl ,Au}ezfd (5 0u0B(x)+0B(x) 5= € Fu ) _
Since 7,75 = —i€u,Yy, We have
. - - {
J5uau55 = _Zweuu7u¢au55 = 671)7#7!) <g€uuau56> ) (5'653)
and so
DwDQEe—Sf[dMZ,A} = Dy/'Di e—[sf[dz’,@’,flu]"‘f A2z iepyu(Leuw0,08)| iz [ d2x 6B(x)euw Fu
(5.654)

_ DYDY [0/ At L e 0,58 +is [ d2a 5B()epw FuvAal .

The non-invariance of the action under local axial transformation boils down effectively to a
redefinition of the gauge field. We can then decouple the fermion fields from the gauge field by
means of a suitable finite z-dependent axial transformation, i.e., by iterating the infinitesimal
transformation until the sum S(z) of the infinitesimal transformation parameters satisfies

Lew0,B=—A,. (5.655)

For this to be possible, A, must satisfy the Lorenz gauge condition, which is the case here.?3

To solve Eq. (5.655), contract with €, to get

ie€pp Ay = €pp€u0ufS = —€up€u 0, = —06,,0,8 = —0,05. (5.656)

53Had we worked in a different gauge, it would still be possible to perform an z-dependent vector transformation
on the fermion fields, that effectively changes A, — A, + dua, = Aj,, and one can choose a so that §,A4), = 0.

124



Taking the divergence we find

08 = ieepudpAy = 5 el = ieFiz (5.657)

and so°*
B(z) = ie (%F12> (z) = / &y G (@ — y) Fraly) 0GP (z) = 6(x). (5.658)

However, in order for the path integral to be properly regularised after we have effectively
changed the value of the field coupled to the vector current in the fermionic action to A, +
ée“,,a,ﬁﬁ , it is this quantity that has to be used in the factor P S/, This is true at each stage
of the process, and so the effect of the infinitesimal axial transformations builds up nonlinearly
in the anomalous contribution. Let us set (z) = N§S(z) with N large, and suppose we have
made n infinitesimal transformations already, so that A, — AL") = A, +ntewd,68(x) in the
fermion action. Let us denote by eAA™] the cumulative effect of the non-invariance of the

measure at stage n. At the stage n + 1, it is A,(Ln) that enters the calculation of the anomaly,

which changes by

SALA®) = ALACTY) = ALAC) =% [ P2 65()eu B 4G

— il / 422 5 (x) 26,0, A = zzi

2 T
62 2 n n 62 2 n n
:%/d:cmg)(mg):%/dxé(ApAg)).

Adding up the variations

/ d?z2AM €,,0,05 () (5.659)

2 2
A[AMN] — A[AO)] = 57 / d’x (ALN)ALN) - AgJ)Af?)) = _57 / d*x ALA,, (5.660)

since by construction ALN) = 0. The net effect is then
Dle/;e_Sf[WZ’A} — leDTZJ/e—SfWJ/ﬂZ/,O]—% [z A A, 7 (5661)

i.e., fermions and gauge fields are decoupled, but the gauge field has acquired a mass term.
Including the gauge-fixing term, the full action reads now

_ [ 2.1 1
S—/dm2Au ¢

with m = 7 (in two-dimensions the electric charge e has dimensions of mass). The particle

(=0 +m?) 8, + (1 - > auay} Ay + Sp[ 0,0, (5.662)

spectrum of the theory can be read off the poles of the gauge field propagator after analytic
continuation back to Minkowski space. In momentum space, the kernel to be inverted reads

1 v 2 v
K = (p* +m?)8,, — <1 — 5) pupy = (p° +m?) <5W — %) + <% + m2> % , (5.663)

51We further impose the boundary condition that G(()z) vanishes at infinity. This removes the remaining gauge
invariance under A, — A, + 0, A with OA = 0, not fixed by the Lorenz condition, which should have been done
anyway.

125



and so the momentum-space propagator is

- - 1 Pubv L pubv 1 PuPv
1_ _ ftp K _ Pp
Kuw(p)™ = R <5W 2 ) t— L2 202 + m2 Oy ) (5.664)

and in coordinate space

2
(2) B dp  _pe 1 DPuPuv
DEW(:U)_/(27T)26 P o <5W— ;2 ) : (5.665)

Changing the coordinate labeling so that 0 and 1 correspond to time and space both in Euclidean
and Minkowski space, rotating gy = €2° and pgy = e pg in opposite directions, with
6 € [0,7/2], setting xp; = 2! and pg1 = pi1, and taking into account that for the temporal
component of the gauge field the Wick rotation requires iAgg(xgo) = Ao(—ixpo), we find

ei(é“o"'é”o)ngiu(ewxo, .Z'l)
_ / ﬂ e—i(pox0+p1x1) ¢i1(0u0+010)0 o —i0 - e—i(6u0+6uo)ep“py

(27’(’)2 e—2i9pg _|_p% + m2 H e—2i9p(2) _|_p%

2 5.666

N —i/ d’p e~ i(Pox’+p1zt) 1 jouotovog Dupbv ( )
6—1 (2m)2 —p2 +p? +m? —ic M —p3 + p? — e

d*p i(poa® 1 ? bup (2)
_ o~ ipor+prat) - Y ) =D 20, 2!

/(271')2 p%—p%—m2—|—ze ez pg_p%_l_ze MNV( ) )7

which we can write as

5 L 3o _ipa i Puby
D (e a) = OITLAL @A) = [ et (i, — B )

B B 0,0y / d*p i i
=\ O (2m)2 p? —m?+ie’

where now all scalar products are understood to be in the Minkowski metric, and O~! denotes
convolution with the free Minkowskian two-point function. Clearly, the only pole in the integrand
is at p? = m>.

Via the equations of motion, one shows that the gauge field propagator and the correlation
function of vector currents (0|T{ty,% ()1, (0)}|0) are proportional, meaning that {ty,v ()
only excites massive photons out of the vacuum, while fermionic states do not appear in the
spectrum of the theory. This can be interpreted as fermions and antifermions being bound into

a “vector meson”, i.e., the massive photon.

(5.667)
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